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Abstract

Although AI-driven predictive models have numerous benefits, organizations of all sizes struggle with AI

adoption. This is due to the legal, ethical, and regulatory concerns that arise from the black-box behavior

of these techniques, and the lack of easy-to-implement tools to mitigate those risks on an enterprise scale.

This study addresses this problem by developing, applying, and evaluating a turnkey explainable AI system

that supports compliance with AI regulations in the financial sector - a heavily regulated industry. During

an internship at a major Dutch insurance firm, we developed and deployed a system that combines multiple

model-agnostic explainable AI techniques (including SHAP) under one interface, allowing the use of a single

system to provide insights into the inner workings and fairness of any supervised learning model. In addi-

tion, the system is highly configurable and presents insights through an interactive report that is specifically

tailored to serve a variety of stakeholders, from data scientists to compliance officers. We designed the system

to support AI compliance and model refinement, and subsequently demonstrated these use cases and the sys-

tem’s broad applicability by applying it to four production models. We performed an extensive evaluation to

quantify the system’s effectiveness, and concluded that the system has a significant positive effect on partici-

pants’ model understanding, internal communication, and ability to assess model fairness. Additionally, the

participants perceived this tool to be significantly more effective and easier to use compared to previously

used tools. Finally, we present a procedure that prescribes how the system can be quickly and effectively

implemented in other organizations. By enhancing the ethical use of AI and supporting compliance with AI

regulations, this system removes various dominant hurdles for widespread AI adoption.

Keywords: explainable AI, interpretable machine learning, AI compliance, AI regulations, responsible AI.
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Chapter 1

Introduction

Over the past decades, the ongoing digitalization of our society has led to rapidly increasing data volumes.

It is extremely beneficial for organizations to extract knowledge from this data for data-driven decision

making, allowing them to adapt their strategies to the constantly changing environment and competition.

Where traditionally descriptive analysis was used to comprehend past events, there currently is a paradigm

shift taking place towards predictive analysis to make automated decisions in a split-second. This enables

the automation of processes, leading to a more scalable business model with lower operational costs while

also meeting customer demands in the 24/7 economy. These analyses can be performed by predictive models

that consist of a set of hand-crafted rules. Defining rules by hand gets increasingly difficult as the process

becomes more complex, to the point where the hand-crafted rules cannot properly capture the real world,

hence excluding many applications.

A solution is offered by the field of artificial intelligence (AI), which includes techniques to allow machines to

learn and execute specific tasks, without being explicitly programmed by a human to do so. A subfield of AI,

machine learning (ML), employs algorithms to automatically extract patterns from historical data, making

hand-crafted rules redundant. The resulting predictive model is able to make autonomous predictions and

decisions for specific tasks, typically with a better performance than humans. Well-known examples are

the recommendation systems in web shops or streaming platforms, which recommend products based on

thousands of data points that capture the prior behavior of customers, enhancing customer experience and

boosting profits. AI and ML also emerge in more crucial processes, such as loan acceptance. Credit scoring

models predict the probability of default of the loan application based on hundreds of characteristics such as

credit history and current income. The predictive model can instantly inform the applicant on their chances

to get a loan, while also monitoring the risk for the lender.

In general, AI and ML serve both organizations and their customers by automating complex processes. With

the tremendous amount of available historical data in combination with improved algorithms and ubiquitous

computational power, AI and ML have the potential to be incorporated in a variety of applications. Effective

adoption of these techniques therefore allows organizations to create and sustain a competitive advantage.
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1.1 Research Problem

Despite the aforementioned benefits, organizations struggle with the adoption of AI and ML. During a 2021

survey, only one in three enterprises reported that they have deployed AI across their business processes [1].

Several barriers for adoption in business environments are reported in such studies [1–3], including limited

AI expertise or knowledge, lack of tools or platforms for AI development, and legal, ethical, and regulatory

concerns of executives. The latter is caused by the black box behavior of many ML models: only the predicted

outcome is communicated, while the way the model establishes these results remains unclear. For example,

the aforementioned credit scoring model only communicates whether or not the loan is accepted, without

communicating the determining factors. Such a model could reject a loan based on attributes such as gender

or race, which raises ethical objections and is prohibited by law. Given that ML models automatically extract

patterns from data, they can find and employ all sorts of correlations that do not necessarily reflect a causal

relationship in the real world. This lack of transparency raises concerns regarding bias and reliability of the

results, preventing developers, end users, and managers from understanding and trusting these models.

These concerns are not ungrounded, given the frequent reporting of harmful AI systems. For example, the

recidivism scoring model COMPAS turned out to be biased towards race [4], and an AI-driven recruitment

tool used by Amazon was taken out of order as it disadvantaged women [5]. This sometimes even leads

to intervention by regulators: in 2020, a judge banned the use of the predictive fraud model SyRI used by

the Dutch government due to a lack of transparency and controllability [6]. With the number of incisive AI

regulations on the rise, adopting AI and ML without precautions forms a significant risk.

A mitigation factor is the use of explainable artificial intelligence (XAI). This emerging field focuses on the

techniques and best practices to enhance the transparency, interpretability, and explainability of AI solutions.

XAI techniques improve human understanding of ML models by providing explanations of how a model

arrives at a particular decision, e.g., by displaying the impact of each input feature on the model output.

These explanations serve all kinds of actors with different purposes, with improved trust and understanding

being recurring points. For end-users who interact with models to execute a task, the explanation of a sin-

gle prediction allows the user to assess the prediction’s correctness. This enhances trust and understanding,

and thereby allows better human-computer interaction. Similar explanations of how the model arrived at

the decision can be used to comply with a customer’s ‘Right to Explain’ in the European Union and United

States. Data scientists might use a high number of aggregated explanations for debugging purposes, such as

inspecting the system for spurious correlations. Additionally, a better understanding of the inner workings

of the model enables model refinement. For compliance officers and managers, a major concern is the ac-

countability of AI systems. This concern can be reduced if the trust and understanding in these systems are

enhanced with XAI techniques. XAI thus has the potential to lower the barriers for AI adoption by meeting

the legal obligations surrounding AI employment, supported by the fact that nine out of ten IT professionals

reported that the employment of explainable and trustworthy AI are crucial to widespread adoption of AI,

and business success, in their organization [1].
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Due to these advantages, scientific research has developed many XAI techniques in recent years, such as

LRP [7], LIME [8] and SHAP [9]. These methods all have their own characteristics such as their applicability

to different algorithms and the type of provided explanations. Therefore, no single technique is present that

can serve all stakeholders and all use cases. Moreover, applying the techniques is manual work and requires

a certain degree of knowledge of the field. The lack of skills in XAI and related technologies is reported as

the biggest barrier for developing trusted AI [1], especially in large organizations where knowledge is spread

across multiple departments. Some cloud computing platforms such as Microsoft Azure1, Amazon Web

Services2, Dataiku3, and Arthur AI4 offer various out-of-the-box explainability features. However, leveraging

these features requires a cumbersome migration to these platforms, accompanied with high costs and long

lead times. Commercial software is therefore, for most organizations, not a feasible solution for the problem

at hand. We can therefore state that, despite the advancements in the field of explainable AI, there currently

is no solution that can directly be applied on an enterprise scale to comply with AI regulations.

In summary, the dominant hurdles of ML adoption are legal, ethical, and regulatory concerns that are caused

by (i) the lack of model transparency and (ii) the lack of tools that can directly be implemented to address

this on an enterprise scale. The importance of researching solutions to this problem is twofold. From an

economical perspective, AI and ML have the potential to enable great economical growth. McKinsey Global

Institute estimates that by 2030, AI-related technologies could deliver additional economical activity up to $13

trillion, or a 16% higher cumulative GDP, compared to 2018 [10]. They state that this AI-driven productivity

growth is impacted by labor automation, innovation, and new competition. Since the size of this growth

depends on several factors, including the pace of AI adoption, it is imperative to address the hurdles of AI

adoption. For businesses, it is critical to apply AI-related technologies to keep up with competition. Second,

from an ethical perspective, it is essential to address the ethical concerns that arise from the employment of

AI-systems, such as potential biases and discrimination. All those involved in the creation and deployment

of these applications, including data science practitioners, managers, and compliance officers, have moral

obligations to address the ethical considerations of AI and prevent the deployment of harmful AI systems.

Hence, solving this research problem would contribute to economical growth, while keeping a high ethical

standard.

A potential solution direction would be to develop a new XAI system that addresses the aforementioned prob-

lems. This implies that such a XAI system should support compliance with AI regulations and be turnkey.

By a turnkey system, we mean the following. First, such a system can directly be implemented in the or-

ganization without cumbersome migrations and configurations. On the other hand, such a system has such

characteristics that it can be applied by the vast majority of the organization for supporting AI compliance.

1https://azure.microsoft.com/en-us/services/machine-learning/responsibleml/
2https://aws.amazon.com/sagemaker/
3https://www.dataiku.com/product/key-capabilities/explainability/
4https://trust.arthur.ai/explainable-ai
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1.2 Scope and Objectives

In this thesis, we study this potential solution direction of developing a turnkey XAI system for AI compli-

ance. Given the high variety of AI techniques and use cases - from simple linear regression on tabular data

to deep learning on unstructured data such as text and images - we first define the scope and objectives in

this section.

The XAI solution should serve an domain that is highly affected by the aforementioned barriers that prevent

the widespread application of AI. This implies that this sector (i) has the prerequisites of applying AI, (ii)

would highly benefit the adoption of AI, and (iii) has significant risks associated with the application of AI.

The financial sector meets these requirements. First, the financial sector has traditionally been highly digital-

ized, resulting in a wealth of data available. This data is usually structured and of sufficient quality because

it is already used for descriptive analysis, and can conveniently be fed into machine learning algorithms to

establish predictive models. The resulting models can in their turn be incorporated in these processes. The

sector thereby satisfies the second criterion, as predictive models can directly be employed to reduce oper-

ational costs. Moreover, machine learning models are well suited for complex, but narrowly-scoped tasks,

such as assessing loan applications, predicting portfolio risks, and service optimization. These tasks, exe-

cuted by opaque and potentially biased predictive models, can have a significant impact on citizens that need

financial services such as a mortgage. This leads to the previously mentioned legal, ethical, and regulatory

concerns that are associated with these models. Due to the high impact of these activities, combined with the

deterioration of confidence after the financial crisis in 2008, the sector is subject to strict regulations. In these

regulations, there is an increasing focus on the requirements of AI-driven systems, with a penalty or sanction

if these requirements are not met. On top of the three criteria mentioned earlier, financial institutions are

typically large and soloed organizations and thus need a turnkey solution to comply with these regulations

without allocating excessive amounts of resources. All things considered, financial institutions would highly

benefit from an explainable AI system to reduce the barrier of AI adoption. Besides, society as a whole would

benefit from financial processes that are driven by ethical AI.

For those reasons, the goal of this thesis is to design, develop, deploy, apply, and evaluate an explainable AI

system that aids compliance with AI regulations in the financial sector. These steps will be performed at one

financial institution to keep this project manageable. Moreover, this research will address how the system

can be applied in other organizations and domains, giving this solution the potential to make an impact far

beyond this single institution.

The research question (RQ) central to this research project will be as follows:

RQ: How can an explainable AI system support compliance with AI regulations in a financial institution?
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This research question will be answered by addressing five angles in the form of five sub questions (SQ):

SQ1: What are the design criteria for such an XAI system?

SQ2: How can a prototype of the system be developed and deployed in such a way that it satisfies the design criteria?

SQ3: How can such an XAI system be used for compliance with AI regulations?

SQ4: What are the main factors that determine the functional suitability of such an XAI system?

SQ5: How can such an XAI system be used in other organizations and domains?

Given that this is a design study, objectives are formulated which must be met in order to answer the sub

questions and thereby the research question. One objective is formulated for each sub question:

O1: Define the design criteria for the system.

O2: Develop and deploy a prototype of the system.

O3: Describe the use cases for AI compliance of the system.

O4: Determine the main factors that determine the functional suitability of the system.

O5: Describe how the system can be used in other organizations and domains with a framework.

The contribution of this study is threefold. First, by designing, developing, and applying the XAI system,

organizations in the financial industry are presented with both a tool and the associated recommendations to

better comply with AI regulations. This removes the hurdle of widespread AI adoption, ultimately leading

to economical growth for both organizations and economy as a whole. Second, by improving AI compliance

with the XAI system, more responsible and ethical AI will be deployed. Third, the findings of this study, such

as the main factors that determine the functional suitability of the system, contribute to the field of XAI and

can be used to improve similar systems.

Figure 1.1: Overview of this research.
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1.3 Methodology

This section describes the methodology that is applied to achieve the five objectives mentioned. Figure 1.1

presents how the research question, sub questions, objectives, and methods of this design study are connected.

This first objective - defining the design criteria - will be achieved by interviewing stakeholders as the host

organization regarding their needs, and by conducting a literature review. By developing and deploying

the systems at the host organizations, the second objective will be met. To achieve the third objective, the

use cases of the system will be described based on applying the system to predictive models at the host

organization. The system will be evaluated in order to define the main factors that determine the functional

suitability of the system. For this fourth objective, an experiment in the form of a survey is conducted at

the host organization to gather both quantitative and qualitative results regarding the effectiveness and user

experience of the system. Finally, a conceptual analysis is performed to define a framework and thereby

meet the fifth objective. The research is conducted during an internship at a major Dutch financial services

provider, Achmea.

1.4 Outline

The structure of this thesis is as follows. Chapter 2 provides background information regarding AI regulations

and the field of explainable AI. The context in which this study is conducted, such as information about the

host organization, how it employs machine learning, and under which regulations it operates, is presented

in Chapter 3. Chapter 4 elaborates on the design criteria, XAI techniques, and the architecture used, while

Chapter 5 describes the technical implementation of the system. The general use cases and the application of

the system at the host organization are presented Chapter 6. Chapter 7 describes the setup and results of the

system evaluation. How the system can be used in other organizations and domains is provided in Chapter

8. Finally, Chapter 9 concludes this work and proposes recommendations for future work.

6



Chapter 2

Background

This chapter provides relevant background information on the two main topics addressed in this research:

AI regulations and explainable AI. Section 2.1 maps and describes the laws and regulations that financial

institutions should comply with when employing data-driven applications. The field of explainable AI, from

which we will use techniques to comply with these regulations, is outlined in Section 2.2.

2.1 AI Regulations

To get an understanding of the requirements for data-driven applications within the financial sector, this

section maps most of the relevant laws and (self-)regulations that apply in this sector. This overview is not

exhaustive, as the main goal is to indicate the variety of angles these regulations come from. Some are

specifically tailored to applications of AI models, others are more focused on data-driven systems in general,

and some address fundamental elements such as non-discrimination. The jurisdiction and legal biding of

these laws and regulations are used as two dimensions to map them, which is further explained in the next

paragraph. After this mapping, the content of these laws and regulations will be examined in more detail in

the subsequent paragraphs.

Dimensions. Two primary dimensions are distinguished to create a mapping. Starting with the jurisdiction,

laws and regulations can be applicable on an international level, on a national level, to specific sectors, or

specific branches. In this research, we focus on the European Union, the Netherlands, the Dutch financial

institutions, and the Dutch insurance industry, respectively. At each level of this hierarchy, the parent elements

are also applicable, for example, the General Data Protection Regulation of the European Union is active

in all member states and their sectors. The European Union imposes more regulations than other regions

such as the USA (which has more specific regulations such as the Fair Credit Reporting Act and Equal

Credit Opportunity Act), ensuring that the findings of this study can be utilized in other regions as well.

Additionally, most laws in the next paragraph apply to non-European companies that generate revenue in

the EU, a significant market.
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The second dimension is how legally binding the requirements are. Legislation on an international and

national level are legally binding. Non-compliance with these laws can lead to large fines and criminal inves-

tigations, even for natural persons, as some Dutch banks have experienced this after failing to comply with

the Dutch Anti-Money Laundering and Anti-Terrorist Financing Act [11,12]. Less binding are self-regulations,

which are typically guidelines that are drawn up by a regulator of a specific sector or an industry association.

Underlying companies are imposed - or mutually agree - to comply with these guidelines. An example are

the AI guidelines (SAFEST) proposed by the Dutch Central Bank, that affect all financial institutions. Non-

compliance may lead to a warning and potentially more frequent and stricter inspections, but not to criminal

investigations.

Table 2.1: Listing of regulations that are relevant for the application of AI.

# Act Legal binding Jurisdiction Note

1 GDPR Law European Union
2 EU Artificial Intelligence Act Law European Union Proposed
3 Anti-discrimination laws Law The Netherlands
4 EU Ethics Guidelines for Trust-

worthy AI
Soft-law European Union Used in 2, 5, 6

5 DNB SAFEST Soft-law Financial institutions (NL)
6 Ethical Framework Soft-law Insurance industry (NL)

Laws and regulations. Table 2.1 lists several relevant laws and regulations that apply to data-driven tech-

niques such as AI, which are discussed hereafter.

1. GDPR. The General Data Protection Regulations (GDPR) [13] is the first widespread regulation regarding

data gathering and data use in the European Union (EU), which became effective in May 2018. In the Nether-

lands, the GDPR is known as the AVG. The philosophy behind the GDPR is to enforce the same standards for

gathering, storing, and using Personal Identifiable Information (PII) of EU citizens, regardless of the location

in the EU where this data is processed. The law uses a broad definition of personal data, as stated in Article

4: ”any information relating to an identified or identifiable natural person”, meaning that any information

that can be used to distinguish a living person from others is covered by the GDPR. This includes names,

identity numbers, addresses and other location data, online identifiers such as IP-addresses and cookies, and

any information related to the ”physical, physiological, genetic, mental, economic, cultural or social identity

of that natural person”. This is regardless of the data format, and if the information is correct or objective. The

GDPR stipulates that PII can only be stored with the permission of the individual, or if there is a reasonable

ground to do so, on a basis in law. Information that is extra sensitive, such as race, ethnicity, religion, political

preference, sexual orientation, and health-related or genetic data, may only be stored if there is a legal ground.

Additionally, the law provides EU citizens with the rights to view, correct, transfer, and be informed about,

and limit the use of their personal data. Non-compliance can lead to fines as high as 20 million euro or 4%

of the total worldwide annual turnover of the breaching organization. The GDPR impacts the employment

of AI and ML as it restricts the amount of data stored - a paramount resource for AI and ML applications to

perform well.
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2. EU Artificial Intelligence Act. The EU AI Act [14] has been proposed in April 2021 and will regulate

the use of AI within the European Union. With this draft regulation, the European Commission is the first

body that plans to regulate the use of AI and harmonize the laws across member states - an approach similar

to that of the GDPR. The legislation will apply to any AI system that provides output in the European

Union, meaning that it will impact organizations around the globe. The regulations will be based on the

risk associated with the AI system, classifying AI systems into three tiers: limited or minimal risk, high-risk,

and unacceptable risk. Systems that are classified as an unacceptable risk are those that manipulate human

behavior or exploit vulnerable humans such as children, provide real-time biometric identification in public

places for law enforcement, or predict a social score or personality traits based on social behavior. The use of

these AI applications will be prohibited. The deployment of high-risk AI systems will also be regulated. This

category includes (i) all AI systems that are part of products and safety systems that are already covered in

EU legislation, such as medical devices, aviation, and motor vehicles, and (ii) AI systems that are classified

as high-risk. A full list of the latter - which can be extended in the future - is listed in Annex III of the Act.

Examples are:

1. Biometric identification and categorisation of natural persons in non-public places.

2. AI systems used for management and operation of critical infrastructure such as road traffic and the

supply of water, gas, heating, and electricity.

3. AI systems used for determining access to, and assigning and assessing students in, education and

vocational training.

4. AI systems used for recruitment, selection, and evaluation in employment.

5. AI systems used for evaluating access to to public and private benefits, including the establishments of

credit scores for natural persons.

6. AI systems used by law enforcement to make risk assessments, detect the emotional state, and profiling

of natural persons during investigations.

7. AI systems used by public authorities for migration, asylum, and border control management.

8. AI systems used for administration of justice and democratic processes.

Under the proposed regulations, providers of high-risk systems will be subject to extensive obligations:

• Registration: high-risk AI systems must be registered in a publicly accessible database that is managed

by the European Commission.

• Conformity assessment: before an high-risk AI system can be used within the EU, it must undergo an

assessment to ensure it conforms to the AI regulation. For most AI systems, this conformity assessment

can be performed by the provider itself using self-assessment. AI systems listed under points A and B

in the aforementioned list should be audited by an external party at least every five years.
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• Information to users: end-users must be adequately informed about the characteristics, capabilities, and

limitations of a system in order to be able to understand and interpret the system and the output.

• High quality data: datasets used for training, testing, and evaluating AI systems must be of high quality,

i.e., must be relevant for the problem, representative for the population, free of errors, and complete.

Sensitive personal information such as ethnicity and religion can only be used to monitor the AI system

for potential bias.

• Robustness: providers must design AI systems that are both appropriately-performing and robust, thus

resilient to errors and adversarial use.

• Risk and quality management: providers of high-risk AI systems are obliged to establish a risk manage-

ment system to identify, evaluate, document, and mitigate the risks that are associated with the system.

Additionally, they must establish quality management systems that address technical and regulatory

standards, and automatically log the compliance with these standards.

• Technical documentation: the system conformity and other technical details of the AI system must

actively be maintained in technical documentation.

• Monitoring and human oversight: the performance of high-risk AI systems must be continuously mon-

itored by the provider as long as the system is in operation. The provider is obliged to inform the

authorities in case of significant incidents. An additional requirement is that this monitoring can ef-

fectively be executed by humans that fully understand the AI system and have the authorization to

disregard, override, or interrupt the system.

Albeit to a lesser extent, the draft regulation also prescribes obligations for importers, distributors, and users

of the system. The third tier of the risk-based approach are minimum risk AI systems such as chatbots, spam

filters, inventory management systems, and customer and market segmentation. Under the draft regulations,

some of these systems are subject to transparency obligations, including systems that interact with humans

such as chatbots, and emotion recognition software. Other minimum risk systems that do not fall under the

aforementioned categories are unregulated, however, the regulation suggests that providers of these systems

should regulate themselves with the standards that are imposed for high-risk AI systems. Non-compliance

with the legislation can lead to fines as high as 30 million euro or 6% of the annual turnover. Due to the

regulation’s jurisdiction, span, and high amount of requirements, the EU AI Act will significantly impact

businesses around the globe as it prohibits certain AI applications and will increase the costs for complying

with the regulations for high-risk systems. This legislation reinforces the demand for a turnkey solution to

control AI systems, especially for sectors with many high-risk AI systems such as the financial sector.

3. Anti-discrimination laws. Next to laws that specifically regulate the use of data or AI systems, there

are many other laws on a national level that should be considered when using AI systems. Most apparent

are anti-discrimination laws. As predictive models are typically trained on real-world data, they have the

undesirable property to amplify potential biases that are encoded in the data. Therefore, compliance with anti-

discrimination laws is not evident when employing AI systems. The most well-known anti-discrimination law
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in the Netherlands is Article 1 of the Dutch Constitution. It dictates: ”All persons in the Netherlands shall

be treated equally in equal cases. Discrimination on the grounds of religion, belief, political opinion, race,

gender, or any other grounds whatsoever is not permitted.” [15]. This is a general statute that primarily

prohibits the government from discriminating citizens. To better embed this right and ensure that it applies

to both citizens and organizations, other laws such as the General Equal Treatment Act (Algemene wet gelijke

behandeling, AWGB) from 1994 further elaborate on Article 1. The AWGB prohibits discrimination on the basis

of nationality, race, origin, political belief, religion, gender and pregnancy, sexual orientation, and marital

status. This act offers protection for those that are discriminated on the aforementioned grounds in the

areas of labour (e.g., recruitment, selection, mediation, promotion, joining unions), social security (e.g., social

benefits and student loans), and goods and services (e.g., housing, welfare, health care, culture, education,

financial and insurance services) [16]. Mainly the latter affects businesses as they must ensure that their

predictive models (i) do not use sensitive protected attributes such as race, (ii) do not use general protected

attributes such as gender for their offerings, and (iii) are free of biases when using protected attributes such

as gender for internal processes. However, this assumes differentiation based on clearly defined attributes.

Legislation becomes more difficult when derived data points are involved, such as postal codes as a proxy

for income. In a case from 2014, an insurance company based the premium of a life insurance on the postal

code of a customer. Data from the Statistics Netherlands (Centraal Bureau voor de Statistiek, CBS) about the

average income for each postal code was used. Since studies indicate that people with a higher income live

longer - and therefore claim less for life insurance - the insurer charged a lower premium for customers

that lived in a high-income neighborhood. Given the data from Statistics Netherlands that people with a

non-Western migration background are more likely to live in a postal area with a lower average income,

this policy also implied that customers with a non-Western migration background paid a higher premium.

The Dutch College of Human Rights, which researches potential discrimination cases, substantiated with

three reasons that direct differentiation based on income or indirect differentiation based on postal code

is not prohibited for this insurance. First, the use of this data served a legitimate purpose, as it aligned

the premium with the risk associated with the insurance. In addition, the approach was appropriate to

reach the goal, since the differences in premiums were reasonable and no people were excluded from the

insurance. Lastly, the means were necessary, as there was no alternative to the postal code that works equally

well without discriminating. [17] This case study shows that the legislation for indirect differentiation is

considerably more nuanced than that in the case of direct differentiation. Concluding, the anti-discrimination

laws enforce that predictive models should be free of biases for protected attributes such as race, and that

differentiation based on proxies such as postal code is only permitted if it has a valid ground.

4. Ethics Guidelines for Trustworthy AI. In 2019, the High Level Expert Group on Artificial Intelligence, an

independent expert group formed by the European Commission, published the Ethics Guidelines for Trust-

worthy AI [18]. At the basis of the document are three complementing fundamental components (lawful,

ethical, and robust) and four ethical principles (respect human autonomy, prevent harm, fairness, explicabil-

ity) that the system should meet. Based on these components and elements, the expert group lists seven key

requirements that AI systems should meet to be trustworthy:
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• Human agency and oversight: AI systems should respect human autonomy and fundamental rights. For

that reason, AI systems should be designed in such a way that allows for human oversight and interven-

tion, e.g., with a ’human-in-the-loop’ approach. Additionally, end-users must be able to comprehend AI

systems and make autonomous decisions regarding the system.

• Technical robustness and safety: the results of AI systems should be accurate, reliable, and reproducible,

especially when they highly affect users. The systems should be secure and resilient to attacks, both

general software attacks and AI-specific. Lastly, fallback plans should be present in the AI systems in

the event of problems.

• Privacy and Data governance: to protect users’ fundamental rights, AI systems must protect user privacy

throughout the entire lifecycle with a good data governance policy. The data used by the system should

be of high quality and free of biases.

• Transparency: systems should be transparent to their users and thus inform them that they are inter-

acting with an AI-driven system. Additionally, artifacts used for developing AI systems, such as data

sets and algorithms, should be well-documented to enhance transparency, auditability, and traceability.

Lastly, the explainability of an AI system should be taken into account during the development process.

This implies that decisions made by high-impact AI systems should be traceable and be explained so

that they can be understood by all stakeholders, including developers, regulators, and customers.

• Diversity, non-discrimination and fairness: inclusion and diversity must be taken into account during

the entire lifecyle of an AI system. This includes the development of an accessible system, engaging

stakeholders, and fostering a diverse organizational culture. Moreover, an essential requirement of a

trustworthy AI system is that it is free of harmful biases, and for that reason there should be processes

in place to analyze, address, and document the purpose, constraints, and requirements of the system.

• Societal and environmental well-being: an AI system’s impact on society, democracy, social well-being,

and environment should be considered during the entire lifecycle.

• Accountability: providers of AI systems should put mechanisms in place during the entire lifecycle to

ensure responsibility and accountability for a system’s outcomes. This includes identifying, assessing,

reporting, and minimizing potential negative impacts of systems, for example, with frequent impact

assessments. When encountering conflicts between the aforementioned requirements, these trade-offs

should be documented and evaluated based on the fundamental components and ethical principles, or

the development should be stopped if the system violates these principles. Finally, AI systems and their

algorithms, data, and processes should be auditable by internal and external auditors to enhance the

systems trustworthiness.

Additionally, the expert group presented an assessment list to aid the implementation of these requirements.

These requirements are guidelines and therefore do not impact organizations directly. However, these guide-

lines are adopted by many other more binding documents, including the proposed EU Artificial Intelligence

Act.
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5. SAFEST AI Guidelines. In 2019, the Dutch central bank (De Nederlandsche Bank, DNB) presented general

principles for the use of AI in the financial sector [19]. These general principles are grouped into seven areas,

with the acronym SAFEST:

• Soundness: the central bank’s primary concern is that AI systems should operate accurate, reliable, pre-

dictable, and lawful. Financial institutions should (i) ensure compliance with regulatory obligations, (ii)

mitigate (financial) risks during the development of AI systems by involving domain experts, setting

and documenting boundaries and fail criteria, and periodically retraining and reassessing systems, (iii)

especially mitigate model risk for material AI systems using explainability, human oversight, and peri-

odic evaluation of outcomes, (iv) safeguard and improve data quality and integrity by setting minimum

requirements and putting constant efforts to ensure that data is correct, complete, representative and

free of bias, and (v) be in control of procured and outsourced AI applications.

• Accountability: financial institutions should embed accountability for AI systems throughout the en-

tire organization by assigning accountability and risks of AI systems at the board level, integrating

the accountability in a risk management framework, and embedding accountability towards external

stakeholders.

• Fairness: financial organizations should define a concept of fairness for their AI systems, take this into

operation, and review the outcome of the system for unintentional biases using a human-in-the-loop

process.

• Ethics: financial firms should a priori specify the ethical requirements, objectives, standards, and fall-

back procedures their AI systems should meet, and align these with their legal obligations, values, and

principles.

• Skills: relevant skills, awareness, and understanding of AI should be present throughout the entire

financial organization, including senior management, risk management, and compliance.

• Transparency: financial institutions should be transparent about their AI-related policies and decisions.

This includes documenting shortcomings. Additionally, these organizations should constantly advance

the traceability, reproducibility, and explainability of the outcomes of their AI applications. To improve

the understanding of the internal working of a model, organizations could demonstrate how the input

variables contribute to an individual outcome of the AI system (local explanation) or on an aggregated

level (global explanation).

Although these principles share a common ground with the previously discussed international legislation

and soft laws, these principles are specifically tailored for Dutch financial institutions and present the consid-

erations and future direction of the central bank. It is therefore likely that the central bank, as a regulator of

Dutch financial institutions, will actively regulate the use of AI in the Dutch finance industry based on these

principles in the future.
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6. Ethical Framework. The Dutch insurance sector has even more specific self-regulations given the Ethi-

cal Framework for Data-driven Applications (Ethisch Kader Datagedreven Toepassingen) [20]. This framework is

proposed in 2020 by Dutch Association of Insurers (Verbond van Verzekeraars) and has been imposed on all

members of the association as of January 1, 2021. The goal is that member insurers become more resilient to

potential future laws and regulations through self-regulation. The framework unifies law, soft-law, and ethical

aspects and has a broad scope, which must be further specified by the members themselves. It prescribes 30

standards that cover a broad and comprehensive scope that is in line with the operations of Dutch insurers,

and covers all data-driven applications. These standards cover all aspects of the seven European Guidelines

for Trustworthy AI.. Although the framework has a great overlap with the other discussed guidelines, it is a

unique approach since it will be directly be enforced as it is only imposed on a small group of organizations.

Another remarkable element of the framework is that it extensively incorporates ethical aspects. For those

ethical standards, insurance firms commit not to perform certain actions, even if it is allowed by law or other

sector-specific guidelines. An example is the acceptance of life insurance, for which insurance companies have

the right to reject an application. This implies that they can decline high-risk applications such as those with

serious diseases such as cancer. From a legal and risk management perspective, they can reject those applica-

tions, even if this means that the applicant can not get an insurance from any service provider. From an ethical

standpoint, insurers should take their social responsibility as a financial services provider and make an effort

to insure these vulnerable individuals as well. The challenge here is that ML algorithms rationalize a problem

(e.g., minimize the risk) and that ethics is hard to define and quantify. For that reason, it is paramount that

an AI system’s outcomes are explained to the humans that oversee the process so that they can adjust the

algorithm if deemed necessary. For ethical aspects in general, it is crucial for financial institutions to take this

dimension into account as ethical violations can harm the reputation of the organization or the financial in-

dustry as a whole. Moreover, ethical standards are gradually shifting: self-regulatory guidelines often become

laws in a matter of years, and ethical standards are incorporated in new self-regulatory guidelines. Direct ac-

tion therefore has a great advantage. Lastly, financial service providers fulfill a pivotal role in society and

should take their societal responsibilities accordingly. The Ethical Framework for Data-driven Applications

will be further addressed in Section 3.3.

The aforementioned examples give an overview of the laws, soft-law, and ethical aspects that should be taken

into account when employing AI applications. Implementing the regulations covers many legal risks that

are associated with AI. However, note that explainability not only services AI compliance, but also benefits

model evaluation and model refinement - highly relevant for high-impact systems.

Some handouts to implement data ethics in development processes are currently available. Examples are the

Data Ethics Decision Aid [21] from Utrecht Data School, Utrecht University and the municipality of Utrecht.

On behalf of the Dutch government, a team of researchers from the universities of Tilburg, Eindhoven, and

Brussels, composed a handout with the steps both public and private organizations should undertake when

developing AI-driven systems [22]. Despite these handouts, there is still a need for complete tools to execute

the steps stipulated in the hand-outs, such as measuring biases and explaining the inner workings of models.
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2.2 Explainable AI

This section provides background information on the field of explainable artificial intelligence with the goal

to aid making design decisions that are grounded in literature. First, definitions and a taxonomy of the field

are drawn up. Then, the typical actors of XAI are listed. This section is concluded with numerous examples

of explainable AI insights and the techniques that generate these insights.

Definitions. The field of explainable AI focuses on researching, developing, and evaluating techniques and

best practices to make the inner workings and outcomes of artificial intelligence understandable for humans.

It is typically used to address the drawbacks of black-box models. Black-box models are AI systems for which

the input and output can be observed, but the internal mechanisms that convert these inputs into an output

remain unclear. These systems lack transparency, implying that even for the developer it is ambiguous how

the system is established based on the development process and decisions such as parameters settings. Ex-

amples are neural networks, for which the developer cannot describe and motivate the inner workings of

the system based on the input data, parameters used, and other design decisions. The opposite of black-box

models are white-box, of which the internal working is transparent. An example is a linear model, where the

outcome of the model is the weighted sum of the input features. The inner workings of the model can be easily

examined by looking at the feature weights. White-box models are often referred to as interpretable models.

Interpretability implies that the internal mechanisms of the model can be extracted and presented in such a

way that it is understandable to humans, i.e. ”the higher the interpretability of a machine learning model, the

easier it is for someone to comprehend why certain decisions or predictions have been made.” [23]. The third

pillar of explainable AI is enhancing the explainability of a model. This revolves around communicating an

explanation about the outcome in such a way that the reasoning of the model can be comprehended by the

user. A commonly used approach is displaying which inputs have the most predictive value for a particular

prediction, instead of just displaying the outcome. A crucial characteristic is that this explanation can easily

be understood by the users - which varies between different actors. The requirements of a good explanation

and how this differs per actor will be covered later. In academia, many definitions are given for transparency,

interpretability, and explainability. The three definitions are often used interchangeably. However, the differ-

ence is that transparency mainly focuses on explaining the implementation process and how the algorithm

establishes the model, interpretability focuses on explaining the technical and internal working of a complete

model, and explainability focuses on elaborating on the outcome, often a single decision.

Taxonomy of XAI. The field of explainable AI includes many techniques. Figure 2.1 presents some criteria

that can be used to classify these techniques:

• Can it explain a particular model or many models? Model-specific techniques access model parameters for

interpretation. These methods therefore have the advantage of being optimised for specific algorithms

and architectures (e.g., trees or neural networks), at the expense of broad applicability. On the other

hand, model-agnostic techniques interpret models by analyzing their inputs and outputs instead of

model internals, making them widely applicable yet less optimized.
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Figure 2.1: Taxonomy of XAI methods [24].

• Does it explain a particular sample or the entire model? Global explainability techniques interpret and ex-

plain the working of an entire model. How the model arrives at the decision of a particular instance

can be explained using local explainability techniques. Examples are LIME [8] and Anchors [25] that

display the most influential features. Aggregating a high number of local explanations can lead to a

global understanding of the model, such as employed by SHAP [9].

• When does it occur? Model transparancy can be enhanced at multiple stages in the development pro-

cess. Before training a model, pre-model techniques such as Principal Component Analysis [26] and

t-Distributed Stochastic Neighbor Embedding [27] can be applied to get a better understanding of the

data. When employing an algorithm that is interpretable by itself or has an built-in interpretability

mechanism, we speak of in-model or ante-hoc techniques. After training, the learned patterns of mod-

els can be interpreted using post-hoc techniques. Model-agnostic techniques are typically post-hoc.

• Does it work separately for the model or does it visualize the model? Numerous XAI techniques can be sepa-

rated based on the underlying methodology. Models can be interpreted by just visualizing their internal

workings or by creating a new surrogate model that is more interpretable than the original model. An

example of the latter is LIME [8], which builds a linear model locally around the data point of interest.

Target audience. Figure 2.2 presents the target audience (actors) of XAI systems and their typical needs:

• Data scientists and others involved in the development process want to understand, debug, and improve

models. They are typically interested in the complete model, thus demand global explanations.

• Users that are affected by model decisions - typically customers - demand transparency about the

decision-making process so that they understand their situation and can verify the fairness of the

decision-making. Their concerns are mainly centered around the predictions that have an impact on

their situation, so demand local explanations for these predictions.
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Figure 2.2: Target audience of XAI systems and their needs [28].

• End-users and domain experts need explanations to assess whether they can trust the model, which

is crucial for good interaction with the system. Additionally, they can gain domain knowledge from

explanations. This can either be on a local or global level.

• From a regulatory perspective, understanding of the model is needed to (i) verify compliance with reg-

ulations, (ii) inspect the reliability and robustness, and (iii) assess the impact on the customer. This can

be executed both internally by business- (first line) and operational control (second line) or externally

by auditors (third line) and regulators [29]. These actors are typically interested in the complete model,

and hence demand global explanations.

• Managers and executive board members want to assess a system’s regulatory compliance, and un-

derstand the corporate AI applications and how they align with the corporate strategy. Closer to the

development, business owners require model understanding to verify if it fits the intended purpose and

give approval for use [30]. These actors are typically interested in global explanations.

The aforementioned needs summarize the importance of model interpretability for high-impact AI systems.

Model-agnostic explainability techniques. Due to their wide applicability, post-hoc model-agnostic tech-

niques fit the objective of this research. To get a better understanding of this field, some popular techniques

for shallow (non-deep learning) ML-models will be addressed hereafter. Figure 2.3 presents a breakdown of

the model-agnostic field into five explainability categories:

• Explanation by example. A simple way of explaining the inner workings of a ML model is by presenting

representative examples (”prototypes”), e.g., the ”average” instance for a specific class of a classification

model or the most influential instances for training. This technique requires human interpretation to be

informative and does not reveal the influence instance characteristics on the model outcome.

• Explanation by simplification. In the search for higher performance, the complexity of machine learn-

ing models can rapidly grow beyond the human comprehension. Examples are ensemble models such
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Figure 2.3: Model-agnostic explainability categories, principles, and techniques. Adapted from [28] and [30].

as Random Forest and Extreme Gradient Boosting, which construct hundreds of different decision trees

that are collectively used to make predictions. The inner workings of these models can be explained by

creating a less complex - and therefore easier to explain - model based on the original one. For example,

an ensemble of decision trees can be reduced to a single decision tree or a rule set, which can then be

visualized. The disadvantages of these techniques are that the simplified model can still be too complex

to understand, or too simplified that it hardly captures the original model.

• Local explanations. Machine learning models are often complex due to the variety of examples the

model should work with, also known as generalizability. It can therefore be helpful to limit the scope

of an explanation to the behavior of the model on a single or for several instances. Local explanation

techniques often use the concept of model simplification, which is more effective on the less complex

local level.

A well-known technique is Local Interpretable Model-Agnostic Explanations (LIME) [8]. LIME can

explain single predictions of any classifier or regressor in a faithful way by approximating the opaque

model locally with an interpretable model. Given the prediction of interest, LIME uses the original

model to generate synthetic data around the prediction, on which interpretable models such as logistic

regression and decision trees are trained. The model that is most faithful to the original model (i.e., has

the smallest deviation in performance measures) can then be used to explain the prediction of interest.

Since this resulting surrogate model is interpretable, model characteristics such as feature weights can

be extracted to explain the most influential features for the given prediction. LIME is valued for easy-
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to-understand and locally faithful explanations [23]. Disadvantages are, however, that models cannot

always be captured linearly and that the explanations only hold for a specific instance and can therefore

not be extrapolated to other instances.

The authors of LIME provided a solution in a later work, called Anchors [25]. The technique once again

tries to approximate the model locally, but returns a rule set as an explanation instead of a linear model.

Given a prediction, the returned ”if-then” rules describe the instances for which this prediction (almost)

always holds. For example, if the loan amount is below 50k and the applicant is full-time employed,

then the loan is always accepted - all other feature values do not matter. This makes it easier for users

to generalize the results. The disadvantage of Anchors is that the explanations can only be examined

on a local level, and not aggregated into a global level such as LIME.

The third local explainability principle is that of counterfactuals. For a given instance, counterfactual

techniques explain what the minimum change to that instance should be to fall into another (more

desirable) category. For example, if a loan application of a customer is rejected, a counterfactual expla-

nation shows which characteristics of the application should change in order for the application to be

accepted. This principle provides insightful explanations, mainly for customers, but does not generalize.

Overall, local explainability techniques can provide insights into the model behavior for a specific in-

stance and area of interest, but cannot be easily generalized to other instances or to a global level.

• Feature relevance explanations. A frequently used explainability category is that of feature relevance.

It provides insights into the inner workings of a model by displaying the relevance of each feature for

the model (globally) or for a single prediction (locally). How ‘relevance‘ is defined differs per principle.

Techniques based on influence functions compute the relevance of features by measuring the influence

of a data point on the training parameters. A data point is influential if removing or upweighting the

data point leads to a significant change in training parameters. Based on the characteristics of these in-

fluential data points, the most relevant features can be determined. Sensitivity and permutation based

techniques compute the relevance of features by measuring the change in prediction uncertainty or

error if the input features are changed. Changes of relevant features lead to bigger changes in the

predictions than irrelevant features. Interaction based techniques measure the relationships and depen-

dencies between features to compute their relevance, where features with strong relations have a higher

relevance.

Lastly, there are feature relevance techniques based on Shapley values from cooperative game theory.

Shapley values, introduced by Lloyd Shapley in 1951 [32], can be used to fairly assign the contribution

of each player to the total surplus of a cooperative game. A popular implementation of Shapley values

to compute feature relevance is SHAP (SHapley Additive exPlanations) [9], proposed by Lundberg and

Lee in 2017. SHAP models the prediction of a single instance as a game, where each feature of that

instance is a player in the game. A player in the game can also be a group of features or a group of

pixels in the case of image classification. By predicting the output for each possible feature combination
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Figure 2.4: A feature contribution explanation using SHAP. ’LSTAT’ has the largest positive (+5.79) and ’RM’ the largest
negative marginal contribution (-2.17) to the difference between the base value (22.533) and model output (24.019). [31]

(where features can be absent; the values for all absent features will be replaced with random values

from the training data), the contribution of each feature to the output can be computed. This results in

a SHAP value for each feature: the average marginal contribution of the feature value for all possible

feature combinations. SHAP values have an additive nature, meaning that the sum of all SHAP values

for a given prediction is the difference between the base value (the model output if all feature values

are unknown, i.e., the average prediction in the training set) and the prediction output, as shown in

Figure 2.4. This is the local accuracy axiom of Shapley values. In addition, SHAP inherited five other

mathematical properties from Shapley values: missingness, consistency, linearity, dummy, and symme-

try. The challenge of Shapley values is that exact computation requires predictions for n! combinations

(the ordering of features matters due to interactions) of features for a model with n features, which

is infeasible in real-world applications. Therefore, other techniques that are based on Shapley values

draw a sample from the n! number of combinations to estimate the Shapley values, leading to stability

issues. SHAP overcomes this challenge by approximating Shapley values using other feature relevance

techniques. Six feature relevance techniques are unified using these mathematical properties by SHAP,

including the model-agnostic LIME [8], and DeepLIFT [33] and Layer-Wise Relevance Propagation [7]

for deep learning networks, ensuring that they have the same mathematical foundations. SHAP has

both model-specific and model-agnostic implementations that leverage these techniques. The model-

agnostic KernelSHAP uses the weighted linear regression of LIME to approximate Shapley values,

leading to lower variance and higher computational efficient than other techniques. A key advantage

of KernelSHAP over LIME is that local explanations can be compared to global explanations (aggre-

gated local explanations) since both levels use the same atomic unit: Shapley values. However, SHAP is

considerably more computationally heavy than LIME, as it scales exponentially with the number of fea-

tures. To make the technique applicable to high-dimensional (real-world) models, the authors assumed

feature independence, and ignored feature ordering. The SHAP implementation provides many plots

to visualize the SHAP values, both on a local and global level.
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In summary, there are many techniques to compute the relevance of features, both during training and

predicting. The resulting explanations are intuitive, but lack details.

• Visual explanations. Techniques that explain complex relations in the model, such as the relationship

between features and the model output, typically employ this category to make the explanation easier

to understand. An example is the Partial Dependence Plot (PDP) [34], that shows the marginal effect

a feature has on the predicted outcome of a model. It works as follows. For a given feature, it defines

a grid of possible feature values. For each point in this grid, all instances in the dataset are forced to

take this feature value, and then make predictions on these adjusted data points to capture the average

model outcome. The relationship between the feature values and the average model outcomes are plot-

ted. Partial Dependence Plots are intuitive and therefore easy to understand. One of the disadvantages

of PDP is that heterogenous effects (such as two contrary clusters) might be hidden as it only shows

the average marginal effects. This disadvantage is solved by Individual Conditional Expectation (ICE)

curves [35]. The technique behind ICE is similar to PDP: it plots the relation between the feature val-

ues and model output, but plots a line for each instance individually instead of the average over all

instances. ICE plots allow the identification of instances for which the model behaves similarly, but the

detailing makes it harder to interpret the plots. The main limitation of ICE and PDP is that they assume

feature independence, which is often not the case for real-world models. As an example, consider a

model that uses a dataset with characteristics of persons such as height and age, for which we generate

the PDP for the feature ’height’. For all instances in that dataset, PDP will replace the height with values

from the grid, regardless of the other features such as the age of that instance. This can lead to the cre-

ation of artificial instances that do not exist in the real world, such as a person of age five with a height

of 200 centimeters. Another visual explanation technique that does not assume feature independence

is Accumulated Local Effects (ALE) [36]. For dependent features, ALE creates more realistic artificial

instances by sampling feature values based on seen distributions (e.g. 80 - 120 centimeters for a person

of age 5), and is therefore more reliable for models with dependent features. The main disadvantages of

ALE are that it might suffer from stability issues and is harder to interpret, especially for laymen, since

it displays the effect of a feature on the model output instead of the complete model output.

In general, the main advantage of the aforementioned techniques is that it displays more relations than

other explainability techniques such as feature relevance. The primary limitation of visual explanations

is that the human brain can only comprehend three dimensions, and two dimensions are even more

desirable.

As previously mentioned, there currently is not a single technique that can be applied to all cases. The

selection of the most appropriate technique depends on the target audience, use cases, and models at hand.

For our system, we will address this selection in Chapter 4.
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Chapter 3

Context

This chapter describes the context in which this study is conducted. The research was performed during an

internship at Achmea, a Dutch financial services provider. Achmea is an appropriate host organization for

this research since it is: (i) a large organization, (ii) strongly digitized with an increasing focus on ML, and

(iii) in a heavily regulated industry, and therefore in need of a turnkey XAI solution. Section 3.1 describes

this organization, the business activities, and the department that hosts the internship. How AI and ML are

applied at Achmea is outlined in Section 3.2. Sector-specific AI regulations and how Achmea complies with

these regulations is covered in Section 3.3.

3.1 Organization

Achmea’s roots go back to the Dutch province of Friesland in 1811, when a group of farmers decided to be

jointly responsible for business risks such as fire. Over two hundred years - and several mergers and acqui-

sitions - later, Achmea serves 10 million customers in the Netherlands with ten brands. With a revenue of

20 billion euro in 2020 [37] and a market share of approximately 25% [38], it is the largest insurance com-

pany in the Netherlands. While insurance remains the main activity, Achmea offers several other financial

services, including banking and mortgage products, pension administration, and asset management. In 2020,

it managed a total of 227 billion euros in assets [37]. The group also operates abroad - in Australia, Canada,

Greece, Slovakia, and Turkey - where it employs 2,500 people. In the Netherlands, Achmea employs 13,300

FTE within various divisions. Some divisions are directly linked to one of the major brands, such as Interpolis

(insurances), Centraal Beheer (insurances and other financial services), and Zilveren Kruis (health insurances).

Other divisions work on groups of white label products, e.g. non-life insurance and income protection in-

surance, that are distributed through different Achmea brands. To reduce overhead and increase consistency

between these divisions, generic services are provided by shared service centers, such as Achmea IT.

The division Achmea IT consists of numerous business units that handle the distribution of IT to specific

brands, or focus on generic IT topics that are relevant to all divisions. An example of the latter is the Data

Expertise Center, which consists of approximately 60 data experts that facilitate data use in the organization.
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Figure 3.1: Examples of use cases of AI and ML in insurance.
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3.2 Application of AI and ML

To adapt to the changing environment and stay ahead of competition, there is a program active within

Achmea with the aim of becoming a more digital insurer by 2025. From the perspective of data analytics, part

of this program is to improve the data maturity of the organization and make more use of predictive analysis.

As previously stated, predictive analysis using machine learning allows the automation of complex tasks that

can barely be captured with hand-crafted rules. To give an understanding of the types of tasks that can be

automated in the insurance industry, the five use cases as presented in Figure 3.1 are explained hereafter. The

remainder of the section describes how Achmea implements and controls AI.

First, a frequently given example of machine learning in the financial sector is automating the acceptance

process. In the current 24/7 economy, customers want to be offered an insurance within minutes, even in

the evenings and weekend. Automating this process is therefore essential to meet both customer demands

and keep operational costs under control. Machine learning offers a solution for products for which it is

hard to establish the criteria that applications should meet to be automatically accepted. Once a model has

been trained and put into production, it can provide a decent risk assessment within seconds. A related

example is the current trend in insurance of dynamic pricing. With dynamic pricing, the premium of the

insurance is based on the associated risk, e.g., that the premium of home insurance is higher for properties in

neighborhoods with an above-average number of burglaries. This gets more interesting when it is based on

the individual actions of a customer, such as deriving the premium of car insurance from driving behavior.

To apply this in a fair manner, a significant amount of data is required, where nuanced patterns may only be

extracted with machine learning algorithms. The third use case of machine learning in insurance is applying

them with the aim of fraud detection. ML models are more capable of identifying potential fraudulent claims

than traditional rule-based models [39]. In 2020, Dutch insurers collectively detected 13,000 cases of fraud

and thereby reduced the cost of claims by 88 million euro [40]. Machine learning also has great potential for

accelerating claim management and other internal processes. Within Achmea, several ML-driven models are

used for automatically routing claims and other notices to the right department, based on claim characteristics

or patterns found in unstructured data such as text and images. Hereby, the file directly reaches the employees

with the right competences and authorization, reducing the throughput time of the file without manual

interference. The last use case of ML that is particularly interesting in the financial sector is to assess the

risks of a complete portfolio. As models can predict the risk associated with one case, e.g., for automatic

acceptance or dynamic pricing, it can also assess the risk of an entire portfolio by aggregating these results.

This information can be leveraged for reporting purposes, or to make data-driven decisions on matters such

as provisions. Once again, the benefit of ML-based models over rule-based models grows as the task gets

more complex or more data is employed. Next to these five use cases that are particularly interesting for the

insurance industry, there are numerous applications of AI and ML that do not only apply to insurance, such

as targeted marketing. In summary, there are plenty of use cases of AI and ML in insurance to automate

processes and thereby improve customer satisfaction and offerings, reduce throughput time and operational

costs, and enhance reporting and risk management.
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3.3 AI Compliance

The Dutch insurance industry - and thereby Achmea - is heavily-regulated, with an increasing focus on the

regulation of AI and ML. This section describes the legislation Achmea is subject to, the current strategy to

mitigate the risks associated with these legislations, and the current gaps.

Section 2.1 lists three legislations and guidelines that regulate the use of AI in the Dutch insurance industry.

The anti-discrimination law and GDPR are active for a considerable amount of time, whereby Achmea is

already compliant. Nevertheless, constant efforts are required to focus on the AI-side of these regulations. On

the other hand, the guidelines - the Ethics Guidelines for Trustworthy AI, the SAFEST AI guidelines, and the

Ethical Framework for Data-driven Applications - and the proposed EU AI Act are relatively new and hard

to implement due to their broad scope. Even though these guidelines and legislation are currently not legally

binding, it is advisable to implement before they come into force (EU AI Act) or before they are enacted into

legislation (the three guidelines).

A remarkable example is the Ethical Framework for Data-driven Applications from the Dutch Association of

Insurers [20]. As of January 1st, 2021, the Ethical Framework has become part of the self-regulation framework

of the Association, along with nine other regulations. The document is thereby binding for all members of

the Association. An independent foundation will perform audits on compliance with these regulations as of

2023. Although this approach is still not legally binding, it definitely is not non-committal. Non-compliance

can even harm the reputation of insurers such as Achmea, the largest member of the association. From here

on, we will further focus on this framework as it is concrete and intertwined with other regulations.

This broad framework unifies law, soft-law, and ethical aspects into 30 standards for all data-driven applica-

tions. This includes data security, application robustness, risk assessment methodologies, data quality, data

governance, the use of sensitive data, inclusion, internal and external communication (transparency), train-

ing, and awareness. The following standards regarding the control and transparency of AI applications are

listed in the framework [20]:

#15 In practice, the use of data-driven applications always takes place under adequate human supervision

and responsibility, for example by retraining AI where necessary.

#16 New techniques will first be tested in a familiar setting, to see whether margins of error and other risks

increase compared to alternative methods and processes.

#19 When violations of fundamental rights, including unjustified discriminatory bias, cannot be avoided or

excluded in data-driven applications, insurers will not deploy an application.

#20 When opting to use data-driven systems, insurers pay attention to diversity and inclusiveness, especially

for people at risk of exclusion or disadvantage due to special needs and/or a disability.

#23 Insurers provide an internal control and accountability mechanism for the use of data-driven applica-

tions and the data sources used.
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To summarize, Achmea is fully committed to leverage AI and ML for numerous high-potential use cases,

ultimately to become a more data-driven insurer, but is challenged to comply with new legislation in this

area. To comply with the five aforementioned standards, a turnkey explainable AI toolkit is required that is

grounded in the regulatory requirements to support governance processes. By standardizing model explain-

ability, it should enable the decentralized data science teams to comply with the control and transparency

standards of the Ethical Framework.
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Chapter 4

System Design

This chapter describes the design of the XAI system. First, the design criteria of the system are defined in

Section 4.1 to meet the first objective of this study. Section 4.2 then elaborates on the XAI techniques that

are selected to generate the insights. Finally, Section 4.3 translates these design decisions into a conceptual

architecture of the system.

4.1 Design Criteria

This section starts with defining the general properties of the system in Section 4.1.1. The stakeholders and

their intended use of the system are then listed in Section 4.1.2. At last, Section 4.1.3 describes the types of

model explanations and other information the system should provide to serve these stakeholders in executing

their tasks.

Figure 4.1: The general properties of the system ordered along two dimensions.
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4.1.1 General Properties

Figure 4.1 displays the six general properties the system should have to be a turnkey system for AI compliance

in the financial sector. Recall that by turnkey we mean that the system can directly be implemented in the

organization without cumbersome migrations and configurations, and have such characteristics that it can be

applied by the vast majority of the organization. We ordered the properties along two dimensions.

From a technical point of view, the system should be:

• Generic. The system should be generic to allow application to a wide range of models. It should work

regardless of the algorithm or the supervised learning task (binary classification, multiclass classifica-

tion, and regression) at hand, as long as the input data is structured. This scope ensures that the system

can be applied to the vast majority of the models employed in the financial sector.

• Open. To be language- and vendor-independent, the system should support open source and commonly-

used industry data and model formats such as Predictive Model Markup Language (PMML) [42]. This

ensures that the system can be applied to the vast majority of models in an organization. Additionally,

the system should eventually become an open source library by itself, so it can be easily implemented

within other organizations by simply installing it to their development environment.

• Modular. The system design should be modular to ease maintainability. It must consist of exchangeable

components, so that, for example, an obsolete XAI technique can easily be replaced with the state-of-the-

art. The system should use proven external open source XAI libraries to improve user and managerial

confidence in the system.

Given the aim of specifically supporting the AI compliance process, the system should:

• Serve multi-stakeholder information. To ensure that the system can be used by the majority of the or-

ganization, it should supply a variety of stakeholders with the information required for executing their

specific task. As the stakeholders have different backgrounds, the served information should have the

appropriate information density for each stakeholder. All stakeholders involved and their information

needs are discussed in Section 4.1.2 and 4.1.3, respectively.

• Have accessible insights. To enhance acceptance and user satisfaction, the system’s insights should

be accessible, mainly for non-technical stakeholders. The insights produced by the system should be

portable so that it can easily be shared between stakeholders. Additionally, the system should be con-

figurable in an easy manner so that there is sufficient contextual information presented for stakeholders

that are not involved in the development process. In general, we prioritize user friendliness for non-

technical stakeholders over sophisticated technical solutions.

• Support AI compliance. In contrast to many XAI systems that are designed for data scientists, this

system should be tailored to effectively support the AI compliance process. This means that the pro-

vided insights are based on the requirements of AI regulations (see Section 2.1) and support the AI

compliance tasks.
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Figure 4.2: The stakeholders of the XAI system, arranged from left to right based on the sequence they interact with the
model during the development. The boxes from top to bottom: the business line, the role description, the primary use
case of the system, and how the system can support their tasks in the development process.

4.1.2 Stakeholders

This section describes the stakeholders of the XAI system to effectively select the explainability insights based

on stakeholder needs. Figure 4.2 displays the seven stakeholders of the XAI system. These stakeholders

and their needs are identified based on interviews and existing documentation on stakeholder needs for

model management. As the system will be used internally, all stakeholders are internal. However, external

stakeholders such as auditors, regulators, and customers will benefit from the system as internal compliance

leads to better external compliance. See Section 2.2 for an overview of typical stakeholders of XAI systems,

including external stakeholders.

The stakeholders of the system are:

• Data Scientists and other data science practitioners develop machine learning models to solve business

challenges. After building the first version of the model, they want to understand the model’s inner

workings and use these insights to debug and improve the model. Additionally, by inspecting the

learned patterns, data scientists want to enhance their domain knowledge, which in turn can help with

tasks such as feature engineering. To do so, they need detailed insights into complex relationships.

• Data Consultants bridge the knowledge gap between the business manager and data scientist by trans-

lating the business challenge into technical requirements. They want to understand the model to prop-

erly present the solution to the business and evaluate whether it meets the acceptance criteria. Data

consultants also seek for more domain knowledge to better fulfill their role. They need both detailed

insights for their own knowledge, and a condensed version to present to non-technical stakeholders.
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• Business Managers commission and fund the development of a model to solve a challenge in the

business line they are responsible for. When data consultants present the proposed model, business

managers need insights in the workings of the model to understand if it solves the business challenge

at hand. Based on the insights, the model may be further refined by the data scientist. When a final

version is presented, business managers require model insights to evaluate the acceptance criteria in

order to decide whether to bring the model into production. For this, they need insights on a main

level, including performance metrics.

• Domain Experts may be involved in the development process to provide input for the acceptance criteria

since they will use the model once in production. Once the solution is presented, model understanding

is paramount for domain experts to trust the system [8, 9, 43] and evaluate the acceptance criteria.

Besides, domain experts want to extract knowledge from the model by interpreting the learned patterns.

They demand detailed insights in complex relationships of the model, accompanied with background

information on these explanations as they are non-technical stakeholders. The primary goal of the

business manager and domain expert is to realize a better solution for their challenges by providing

valuable feedback so that the data scientist can refine the model.

• Quality Managers oversee the quality of the development process and the proposed solution. They want

a global understanding of the model to check if it fits the challenge. From a quality perspective, they

value a transparent development process during which extensive efforts have been made to interpret

the model’s working. In addition, quality managers want to assess the impact of the model on the

customer, and are thereby primarily interested in model bias. The quality manager is a non-technical

stakeholder who demands concise insights and sufficient context.

• Model Validators and others involved in model risk challenge high-risk models before they can go

to production. They validate the inner workings and therefore require a good understanding of the

model. To verify the reliability and robustness of the model, model validators use specialized tools.

They approve the use of the model if the technical risks are acceptable according to AI regulations. The

model validator is a technical stakeholder that requires detailed insights in complex relationships with

sufficient context about the model.

• Compliance Officers and privacy officers approve continued use of the model in production if the legal

and ethical risks are manageable. For these assessments, they need insights regarding possible proxies

(non-causal relationships) and potential biases. Compliance officers are non-technical stakeholders and

therefore demand concise insights with sufficient context.

Based on the stakeholder interview, two desired primary use cases are identified. First, by understanding the

inner workings of a model, it can be refined and further optimized - a key objective for data analytics and

business. Second, by understanding the inner workings of a model, the compliance with AI regulations can

be assessed - mainly relevant for the first and second line of compliance.
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Table 4.1: The importance of each explanation type for each stakeholders to perform their tasks, expressed with tick marks
(0 = no importance, 1 = low importance, 2 = medium importance, 3 = high importance).

Explanations Data Sci-
entist

Data Con-
sultant

Business
Manager

Domain
Expert

Quality
Manager

Model
Validator

Compliance
Officer

Feature relevance XXX XXX XXX XXX X XXX XXX
Feature insights XXX XXX X XXX X XXX XX
Feature interaction XX X XX
Bias insights X X X X XX X XXX

4.1.3 Explanations and Information Needs

The stakeholders, their role in the development process, and how the system can support their work are

described in the previous section. This section elaborates on the necessary explanations and other information

needs the system should provide to serve the stakeholders, resulting in a tangible list with design criteria.

Explanations From the stakeholder interviews, four desired types of explanations and their importance for

each stakeholder were identified (Table 4.1):

• Feature relevance. The relevance of a feature for the model is a frequently used explanation in academic

literature (see Section 2.2). All stakeholders have mentioned the feature relevance as a first means to

enhance their understanding of the model as it is a straightforward explanation. These insights are

relevant for both model refinement and AI compliance. For model refinement, feature relevance can be

used for gaining a better understanding of the model and the domain, debugging the model by detect-

ing non-causal relationships, and improving the model by finding inspiration for feature engineering.

Feature relevance explanations help AI compliance by easing the detection of non-causal relationships,

and identifying features that can be removed. Due to these use cases, we focus on global feature rele-

vance explanations, thus the most relevant models for the entire model. This form of aggregated feature

relevance is sufficient for business managers, quality managers, and compliance officers that prioritize

simplicity over detail. Data scientists, data consultants, domain experts, and model validators desire

additional details through aggregation at different levels (explanations for a region of the model, e.g.,

the most relevant features for a specific range of model outputs) and the preservation of instance-level

to identify clusters and dispersions.

• Feature insights. All stakeholders demand some degree of feature insights to supplement the feature

relevance insights. Frequently mentioned is the relation between the values of a feature and the output

of the model, because this is not apparent from the feature relevance insights. The stakeholders are

mainly interested in this insight for 5 to 10 most relevant features. These dependence plots enhance

the understanding of the model, and thereby support both model refinement and AI compliance. For

data scientists, data consultants, and model validators, detailed dependence plots are essential to be

able to inspect complex relationships. Domain experts are particularly interested in enhancing their

domain knowledge with these insights. Compliance officers are interested in these insights to identify

non-causal relationships and potential biases. The latter two stakeholders are less technically inclined

and therefore demand a clear representation of the relationships.
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• Feature interaction. A few stakeholders have a minor interest in the interaction between features for

a more comprehensive understanding of the model. Domain experts use this information to comple-

ment their domain knowledge. Data scientists and model validators use these insights to assess feature

dependence in order to better interpret other results.

• Bias insights. Insights whether model predictions are biased are paramount to comply with AI regu-

lations such as standards 19 and 20 of the Ethical Framework. The development of fair models is the

responsibility of everyone involved in the process. However, the demand for these insights comes pri-

marily from compliance officers, since they have responsibility for identifying and mitigating legal and

ethical risks. Given that quality managers and compliance officers are non-technical stakeholders, the

fairness insights should be concise.

Table 4.2: The importance of additional information needs for each stakeholder to perform their tasks, expressed with
tick marks (0 = no importance, 1 = low importance, 2 = medium importance, 3 = high importance).

Information needs Data Sci-
entist

Data Con-
sultant

Business
Manager

Domain
Expert

Quality
Manager

Model
Validator

Compliance
Officer

Contextual info X X XX X XX XX XXX
Data info XXX XX X XXX
Background info XXX XX XX
In-depth insights XXX XX X XX XXX X

Additional information needs To ensure that the explanations are properly conveyed to stakeholders - the

’Serve multi-stakeholder information’ property - four additional information needs are identified (Table 4.2):

• Contextual information. A requirement for understanding a model properly is to understand the

model’s context. This contextual information includes the goal of the model, the data source used, the

employed algorithm and prediction task, and performance metrics. Additionally, the names of features

and labels should be clearly described, in contradiction to the cryptic names often used in databases.

This demand for contextual information increases the less involved the stakeholder is in the develop-

ment process.

• Data information. Technical stakeholders, and to a lesser extent domain experts, demand information

about the training data to better interpret the results. This includes information about data distributions

and feature correlations.

• Background information. The insights are generated with XAI techniques whose operation is unknown

for the vast majority of the users. Non-technical stakeholders take this for granted, while technical

stakeholders appreciate background information about the establishment of the results. The system

should provide this background information on demand for those interested.

• In-depth insights. The level of detail desired varies greatly between stakeholders. Business managers,

quality managers, and compliance officers prefer an overview of the insights with aggregated results

on a global level, to quickly comprehend the entire model. All other stakeholders - in particular data

scientists and model validators - prefer to have additional in-depth insights that preserve details, e.g.,
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to detect dispersions. The system should use methods and visualization techniques to handle both

information densities.

In summary, we identified six general properties for the system to be a turnkey XAI system: ’Generic’, ’Open’,

’Modular’, ’Accessible’, ’Supports AI compliance’, and ’Serves multi-stakeholder information’. By interview-

ing the various stakeholders, we formulated additional eight criteria to provides the right explanations to

stakeholders to perform their tasks, and meet the other information needs of the stakeholders.

4.2 Methods

Section 4.1.3 lists the four explanation types that are identified based on stakeholder demands. This section

addresses the selection of the appropriate method to generate each of these explanation types. Background

information on the selected techniques is described in Section 2.2. First, several considerations are described.

General considerations. Three general considerations are taken into account during the selection of the

methods. First of all, the selected techniques should be model-agnostic to ensure it can be applied to all

algorithms (’Generic’ property). In addition, model-agnostic techniques lead to the same explanations for

each model type, easing the comparison between models. Second, we try to limit the number of techniques

due to the limited time and cognitive capacity users have to understand the explanations. Besides, it is harder

to compare different sections of the report if it uses different atomic units. Finally, the implementation of

the technique is taken into account. It should support industry standards (’Open’ property), be complete

so it can directly be implemented (’Modular’ property), have enough options for configuration (’Accessible’

property), and be available as open-source library (’Open’ and ’Modular’ properties) for Python, the intended

programming language due to the many data science and XAI implementations.

Feature importance. SHAP (SHapley Additive exPlanations) [9] is selected as feature relevance technique,

based on four strong advantages of this technique. The primary reason for choosing SHAP is that the expla-

nations are intuitive for a wide range of stakeholders. The computed SHAP value of each feature (the average

marginal contribution of a feature value for all possible feature combinations) can easily be explained as the

informativeness of the feature value (since it is compared with the ’average’ feature value in the dataset), or

how the feature value pushes the model outcome up or down from the expected outcome to the actual out-

come. This relevance of a feature to the model output is easier to understand for non-technical stakeholders

than, for example, the relevance of a feature to the model performance such as computed with other permu-

tation feature relevance methods. Additionally, SHAP values are additive (the sum of all SHAP values is the

difference between the expected and actual model prediction), contrastive (the actual prediction is compared

to the average prediction), and fairly distributed among the feature values, which enhances the intuitiveness.

The second reason for selecting SHAP is due to is strong solid theoretical foundations in game theory. As

a result, it is a better technique from a legal perspective than techniques that are based on many model as-

sumptions (e.g., LIME assumes linear behavior on a local level) [23], and is therefore preferred based on the

’AI Compliance’ property. Third, SHAP values can be leveraged in many ways. The feature relevance can be
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expressed for a single prediction (local level), or on a higher (regional or global) level by aggregating local ex-

planations. At these higher levels, the relevance of each feature can be presented as a single SHAP value, or all

individual SHAP values of the underlying explanations can be expressed. Due to this variety in information

density, SHAP is suitable for serving the wide range of stakeholders (’Serve multi-stakeholder information’

property). Additionally, SHAP can be employed for dependence plots and feature interactions. Since SHAP

values are the atomic units of all these explanation types, the different explanations can easily compared by

the user (the second general consideration). Lastly, the model-agnostic implementation, KernelSHAP, is avail-

able in the SHAP Python package [31] and supports any prediction functions. The resulting SHAP values can

be used for a variety of visualizations that are shipped with this open-source package.

The disadvantages of KernelSHAP are twofold. KernelSHAP has a high computational complexity (scales ex-

ponential with the number of features) compared to model-specific implementations such as TreeSHAP (poly-

nomial). As a result, it can take a significant time to compute the SHAP values for global explanations. Since

the system will not be used real-time, we accept this drawback. Second, KernelSHAP ignores dependencies be-

tween features when it samples random values from the marginal distribution. In case of strongly correlated

features, this can lead to unrealistic data points used for computing the SHAP values (see the example of

partial dependence plots in Section 2.2). This is a common problem for permutation importance techniques,

and techniques that solve this issue such as TreeSHAP (conditional sampling) can produce less intuitive re-

sults [23]. Despite these disadvantages, we conclude that SHAP is the most suitable feature relevance method

for this system.

Feature insights. Dependence plots are selected as the method to generate feature insights because they

present the insights desired by the stakeholders: how feature values impact the model output. Partial De-

pendence Plots and SHAP dependence plots - both model-agnostic techniques - are combined to meet the

different information demands of the stakeholders. Partial Dependence Plots [34] are the most simple and

intuitive representation of the relation between the values of a single feature and the model, and are there-

fore selected to serve all stakeholders. The distribution of the data will be added to prevent the user from

putting too much weight on low-frequent feature values. The frequently-used machine learning package

scikit-learn [44] has a solid implementation for generating partial dependence plots for both classifica-

tion and regression models. Technical stakeholders demand more in-depth insights to identify dispersions

- a shortcoming of partial dependence plots as heterogeneous groups can cancel each others effects. This is

typically achieved by plotting Individual Conditional Expectation (ICE) curves [35], the instance-level version

of partial dependence plots. However, we do not select this method since it can generate unrealistic data

points for correlated features (see Section 2.2 for an example). Instead, we use SHAP dependence plots that

uses real instances from the train or test data. For each instance in the the data set, the feature value (for

the given feature) is plotted on the x-axis and the SHAP value of the feature of that instance is plotted on

the y-axis (Figure 4.3). Since the real data points are used, it reveals possible dispersions for technical stake-

holders and presents realistic relationships in the case of correlated features. In addition, this method uses

the atomic SHAP values, allowing comparison with the feature relevance technique - an advantage that other

feature-dependent techniques such as ALE do not possess.
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Figure 4.3: SHAP dependence plot between the values of systolic blood pressure (x-axis) and the corresponding SHAP
values (y-axis) regarding the mortality rate. The vertical dispersion on the y-axis is mainly caused by the age (feature
’Age’ has the strongest interaction effect with feature ’Systolic BP’). The feature value of the interacting feature (’Age’) is
encoded with the colors of the dots. Based on this plot, we can conclude that high systolic blood pressure on a low age
leads to a higher mortality rate than on a high age. [31]

Feature interactions. In complex, non-linear models, features typically have interaction effects, meaning

that the combination of features leads to different model outcomes than (just the sum of) the main effects of

features. This is the dispersion on y-axis on SHAP dependence plots: when the value of one feature constant

(x-axis), the interaction with other features leads to different model outcomes (y-axis). The SHAP package

is able to compute SHAP interaction values, a generalization of SHAP values to higher order interactions.

Due to the link with SHAP values it is desirable to use this method to visualize interactions. The interaction

between any pair of two features can be plotted with SHAP interaction plot. However, this would lead to a

high amount of additional plots, while the importance of feature interaction explanations is low (Table 4.1).

Instead, we use SHAP dependence plots in combination with interaction values, as displayed in Figure 4.3,

allowing the interaction effect to directly be employed to explain dispersions in these dependence plots.

Bias insights. Biased decisions made by predictive models or by interacting with predictive models may

have originated in different parts of the business process. First, imbalanced sampling from the population

or improper labeling of instances during the data gathering and selection phase can lead to biases in the

data. Second, biases may occur in the learned patterns of a model. This algorithmic bias can arise from

either biased or unbiased training data, although the algorithm often amplifies any existing bias in the data.

In addition, design choices regarding algorithm selection, data encoding, and parameter settings affect the

learned patterns and thus potential biases. Finally, bias can arise based on how model decisions are handled

in the business processes, such as the selection of decisions to follow up on. This intervention biases can even

occur in case of a perfectly unbiased model. Since the system focuses on interpreting predictive models, we

focus on identifying potential algorithmic biases in these models.
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We define algorithmic bias as the presence of larger systematic errors in model predictions for certain groups

compared to other groups, leading to less desirable outcomes for these groups. The presence of algorithmic

bias in a model does not automatically imply model unfairness - the essence is to ensure there are no ex-

cessive differences between groups. We therefore state that a model is fair if potential algorithmic biases fall

within accepted, predefined, thresholds. Although model unfairness is not desirable, it is not prohibited by

definition. A model is discriminatory only if algorithmic bias applies to groups that are based on attributes

protected by law, such as gender, race, and sexual orientation (see Section 2.1). The system exclusively as-

sesses algorithmic bias and fairness, given that compliance officers are in the best position to assess whether

protected attributes are used.

Similar to feature importance, model fairness can be considered on multiple levels: for a single prediction or

for a group of predictions. The latter is selected as it best fits the global scope in which the system will provide

insights. Fairness on a group level is typically assessed by computing statistical metrics for groups. Numerous

metrics have been proposed, which can be divided in three categories [45–47]. Distributional metrics concern

the distribution of groups among the different outcomes. A frequently-used metric in this category is the

demographic parity [48] (often refered to as statistical parity), which states that each group should have the

same probability of being assigned to the positive outcome. These metrics do not take the actual outcome into

account, in contrary to error-based metrics. Error-based metrics concern the errors of groups by comparing the

predicted outcomes with the true outcomes (label), and state that error rates should be similar for each group.

These metrics typically rely on a confusion matrix, which shows the number of true positive, true negative,

false positive, and false negative predictions for a binary classification. The third category covers probability-

based metrics that compare the probability of outcomes with the true outcomes. There is no agreement on

what the best metric is, as this varies with regards to the use case and the stakeholders involved. We therefore

formulate three criteria to select the appropriate metrics to be used by the system:

• The metrics should take the actual data labels into account to prevent that the differences between

groups in the data are incorrectly marked as algorithmic bias.

• The metrics should be easy to understand to make it more useful to the stakeholders.

• The metrics should be generic to serve the wide-variety of use cases to which the system will be applied.

Distribution-based metrics are excluded based on the first criterion. Based on the second criterion, we prefer

error-based metrics over probability-based metrics given their derivation of the easy-to-understand confusion

matrices. The following three error-based measures are selected:

• Predictive Parity [49] is achieved if all groups have equal positive predicted values, which is the fraction

of true positive predictions out of all positive predictions. It ensures that each group has the same

probability of a correct positive prediction. The positive predicted value is also known as the precision,

a commonly-used performance metric by data scientists, making this measure easier to explain and a

good fit for precision-driven use cases.
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• Equal Opportunity [50] is achieved if all groups have equal true positive rates, which is the fraction

of true positives out of all positive instances. It ensures that for all groups the positive instances have

an equal probability of being correctly classified as positive. The true positive rate is also known as the

commonly-used performance metric ’recall’, making this measure easier to explain and a good fit for

recall-driven use cases.

• Equalized Odds [50] is achieved if all groups have equal true positive rates (the fraction of true positives

out of all positive instances) and false positive rates (the fraction of false positives out of all positive

instances). It ensures that for all groups the positive instances have an equal probability of being clas-

sified as positive, and for all negative instances to be incorrectly classified as positive. Equalized Odds

has a stricter notion of fairness than Equal Opportunity as it takes both the true and false positive rates

into account. We therefore select this measure to serve models that require a high certainty of fairness.

These measures satisfy our definition of algorithmic bias as they compare the error rates between groups.

To make the link to acceptable bias and fairness, we follow by implementation by open-source libraries

Aequitas [47] and fairmodels [51] and model the measures as parity between two groups. In this approach,

the performance metrics (positive predicted values, true positive rates, and false positive rates) are computed

for each group. By dividing the performance metric of the protected (minority) groups with the metric of the

reference group, we get the (dis)parity between these groups. The majority group is selected as the reference

group, as it typically has a privileged position, and of substantial size to reliably serve as reference group.

The resulting parity of each group - 1.0 if it is perfectly equal to the reference group - is then compared with

the fairness threshold t. A model passes all criteria if all parities fall within the fairness thresholds:

t < Disparity <
1
t

Following the ’Modular’ criterion, we select the open-source Python library Aequitas [47] to easily imple-

ment the fairness measures. This library fits our approach as it supports the selected measures, computation

of disparities using a custom reference group, and comparison with custom-defined fairness measures. Ad-

ditionally, Aequitas enables the detection of indirect biases as it supports the formation of groups based on

features that are present in the dataset but omitted in the model. This approach of leaving out protected

attributes originates from legislation - you may only use protected attributes for predictive analysis if there is

a legal ground - and is known as fairness through unawareness. However, it has been criticized [52, 53] since it

does not guarantee fairness as protected attributes can be strongly correlated with other features. The indirect

bias functionality allows us to detect biases in models that are trained though the fairness through unawareness

approach, and thereby mitigate the risk of this commonly-used methodology. As a result, our system com-

plies with the guidelines to only use protected attributes to detect bias in models, instead of using it in the

model for scoring.
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4.3 Architecture

This section summarizes the system design by presenting a system architecture, as shown in Figure 4.4.

The architecture is modeled on an enterprise-level with Archimate to clearly illustrate the interaction with

business processes, business actors, and the underlying technology. To reduce complexity, detailed system

internals and business processes are omitted. The presented architecture is generic and does therefore not

contain any organization-specific elements.

The Archimate model consists of three layers: a business layer, an application layer, and a technology layer.

The business layer in yellow consists of business actors that are assigned to business processes. The applica-

tion layer in blue includes application components and functions, realizing services that are used by business

processes. The technology layer in green presents the computational resources, software, and services that

are used to serve applications and business processes. More information regarding Archimate elements can

be found in the Appendix.

In the following, Figure 4.4 will be elaborated on in more detail. Starting with the seven business actors

that were identified in Section 4.1.2, the data scientist has a pivotal role in both developing and interpret-

ing predictive models. The data scientist works on the development process from a technical perspective -

consulting and other activities are omitted for simplicity purposes. This development process starts with in-

specting and preprocessing business data, followed by training a predictive model on this data, ending with

model evaluation. Model evaluation is typically done by observing model performance on a test set, which

may retrigger the development process for further refinement. This development process can be executed

on any development environment that is hosted on an enterprise server. In the new situation with the XAI

system, the model is not only evaluated based on performance, but also interpreted to determine whether the

results are constructed based on the correct grounds. To this end, the data scientist executes the process to

generate an explainability report with insights regarding the inner workings of the model. This process can

also be triggered by a compliance process, e.g., to periodically inspect production models. The first step is

to load the data and model into the toolkit using the Explainer API, which automatically triggers functions

to prepare the data and model for internal use. Using this API, other services can be triggered, such as the

generation of a configuration file. The resulting configuration file can then be filled to define feature names,

set parameters, and define the protected features, among other things. This configuration file is an Excel file,

removing technical hurdles for other (non-technical) stakeholders than the data scientist to fulfill this step.

With the populated configuration file, the API can be invoked - which automatically reads the configuration

file and sets the parameters - to generate a report. This service calls an internal function that orchestrates the

execution of other functions based on the set parameters. The majority of these functions generate a particular

model insight, utilizing external libraries. These techniques access the data and model to create preliminary

results such as SHAP values, which can then be employed in multiple ways. Generating XAI insights requires

a fair amount of computing power that is delivered by the enterprise server or cluster, as well as the Python

environment for the application. By separating the techniques, parallelization is possible to speed up the

computation time. The preliminary results are then led to visualization techniques (grouped here for simplic-

ity), which all use the same underlying techniques from an external graphing module to result in a consistent
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user interface. This leads to one or more plots per insight that will then be merged into an existing report

template that contains support functionalities such as navigation and background information. The system

thereby delivers an interactive explainability report that can be viewed with any web browser on personal

computers. This format enables easy sharing, usage, and storage of the results. Stakeholders involved can

then interpret the results individually or in collaboration. The interpretation can retrigger the development

process for model refinement, or - omitted here for simplicity - trigger other compliance processes or model

deployment. In this architecture, we present the XAI Toolkit as a single component for clarity purposes,

while in our implementation we split it into three components: Explainer with all explanations functions,

Configuration File Generator with the function to generate configuration files, and Report Generator

with the function to generate the report.
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Chapter 5

System Implementation

This section describes the development and deployment of a system prototype to meet the second objective

of this study. Section 5.1 describes how the design criteria are translated into system characteristics. The

detailed technical implementation of these characteristics is described in Section 5.2. Section 5.3 elaborates on

the organization-specific implementation and how the system is deployed at the host organization.

Figure 5.1: Mapping of design criteria to system characteristics.
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5.1 Implementing the Design Criteria

This section describes how the design criteria for Section 4.1 are translated into system characteristics, as

illustrated by Figure 5.1.

The system has four characteristics to satisfy the ’Generic’ property. First of all, the system employs model-

agnostic XAI techniques to support any algorithm that works with structured data. Both binary classification,

multi-class classification, and regression models are supported. A requirement for classification models is

including a predict proba() function, and a predict() function for regression models. The system thereby

supports the estimators of the frequently-used Python package scikit-learn [44], and models in the uni-

versal Predictive Model Markup Language (PMML) format, realizing a language-agnostic system. Models

that are developed in other languages, or enterprise software such as SAS, can be converted to PMML with

language-specific tools, such as r2pmml for models developed in R. In Python, the models can be imported

with packages such as sklearn-pmml-model
1 or PyPMML

2. These functionalities are not implemented in the

system to keep it lightweight. Since other languages may support categorical data, the system both supports

numeric and categorical data. A requirement for the data is that it is provided as a pandas DataFrame, a

powerful package for data analysis in Python [54]. Pandas is shipped with functionalities to load data from

common formats such as CSV and SQL, allowing to easily use these formats in conjunction with the sys-

tem without implementation effort. The following snippet shows how the aforementioned libraries and the

Explainer are leveraged to generate a report in just eight small steps:⌥ ⌅
# 1. Import third-party packages

import pandas as pd

from sklearn_pmml_model . ensemble import PMMLForestClassifier

# 2. Import the Explainer from the system

from xai_toolkit import Explainer

# 3. Load the model from the .pmml file with sklearn_pmml_model

model = PMMLForestClassifier ( pmml=’./path/to/model.pmml’ )

# 4. Load the train and test data as pandas DataFrames and store them in a tuple

data_train = pd . read_csv ( ’./path/to/traindata.csv’ )

data_test = pd . read_csv ( ’./path/to/testdata.csv’ )

data = ( data_train , data_test )

# 5. Specify variables: the target column in the data and the location of the config file

target = ’model_output’

config_path = ’./path/to/config_file.xlsx’

# 6. Load the data, model, and variables into the Explainer

explainer = Explainer ( data , target , model , classification=True , config_path=config_path )

# 7. Generate a configuration file, fill it in Excel, and re-upload it to the server

explainer . generate_config ( )

# 8. Explain the model

explainer . explain_model ( )⌃ ⇧
1https://pypi.org/project/sklearn-pmml-model/
2https://pypi.org/project/pypmml/
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From the process perspective, a major criterium of the system is to serve multi-stakeholder information. In-

terviews identified that stakeholders demand insights in feature relevance, complex feature relations, feature

interactions, and model bias - with different priorities and details depending on the specific stakeholders.

To satisfy this difference in information density, we implemented an ’Overview’ that is relevant for all stake-

holders and an ’Detailed View’ with more in-depth information for data scientists, data consultants, domain

experts, and model validators. The ’Overview’ consists of general and contextual information, feature rel-

evance insights on an aggregated level, simplified feature insights with partial dependence plots, and bias

and fairness insights. The feature relevance is presented for the complete model and per range of the model:

per class for classification models, and for user-defined ranges for regression models. Additionally, features

can be grouped to get a quick understanding of the relevance of different feature types. The ’Detailed View’

presents the feature relevance and feature insights with more detail. It contains a SHAP summary plot to

display the instance-level feature relevance, SHAP dependence plots revealing dispersion and feature inter-

actions, and SHAP force plots that provide insights into local feature relevance. In addition to splitting the

insights into two views, the following functionalities provide different information densities. All insights are

displayed as interactive figures (mainly powered by Plotly [55]), allowing the user to get more information of

a specific data point and to zoom in on regions of interest. Supporting information such as the sample sizes

used and a brief summary is presented next to the results. More detailed background information can be

opened with pop-up boxes, so it is unobtrusive for other stakeholders. Furthermore, feature and class names

can easily be converted to descriptive terms using the configuration file. To enable these functionalities and

satisfy the ’Accessible insights’ property, the system outputs a HTML report, which can easily be shared

between and opened by stakeholders. This interactive report provides the insights in an understandable way.

A key feature to enable understandable insights and wide-applicability is the ability to configure the system

for a specific model, once again in such a way that it can be understood by all stakeholders. The configuration

file in Excel can easily be shared with and understood by all stakeholders, and enables the configuration of

most aspects of the report. This Excel sheet consists of five sheets:

• ’Info’ enables the user to provide contextual information about the model, such as the goal of the model.

• ’Features’ enables the user to configure understandable feature names and descriptions, which will be

used instead of the column names from the dataset. Figure 5.2 displays a screenshot of this sheet. In

addition, this sheet can be used to assign feature to custom-defined feature groups.

• ’Classes’ (for classification models) or ’Ranges’ (for regression models) enables the user to define un-

derstandable class descriptions (instead of the values used in the dataset) or define custom ranges of

interest for regression models.

• ’Fairness’ enables the user to define the protected features for which bias and fairness insights will be

generated, and custom-defined groups and fairness thresholds. Figure 5.3 displays this sheet.

• ’Parameters’ allows the user to easily define the parameters of the Explainer, such as whether feature

grouping should be enabled.

44



45

This section has been redacted due to company confidentiality reasons.



Using a HTML report and configuration file in Excel have the additional benefit that it can be archived in most

systems for compliance purposes. This is one of the examples how the system is tailored for the compliance

process, next to how it serves multiple stakeholders. To serve the compliance process, the system also has

bias insights that serve a wide variety of use cases. It allows the detection of direct and indirect model biases,

in which it complies with future AI regulations. In addition, employing the mathematically-grounded SHAP

fortifies the insights from a legal perspective. Overall, the system heavily relies on open source packages,

significantly reducing the likelihood of errors - important for both user trust and from a risk perspective.

5.2 Technical Implementation

This section describes the technical implementation of the system in detail. We first address aspects that

impact the whole system, and then the implementation of the different explainability insights.

General The system extensively employs KernelSHAP and the resulting SHAP values. To recap, KernelSHAP

determines the relevance of features by setting features to ’missing’ (excluding them from a coalition) and

measuring the change in model output. Since most models do not properly function with omitted values,

KernelSHAP requests a background dataset at initialization to impute ’missing’ features with a random value

from the background set. When computing the SHAP values for a singe instance, the entire background set

- which is typically the training set - is used, which can lead to computational problems for large training

sets. To tackle this potential issue, we summarize the background dataset with a weighted k-means sample,

where each instance is weighted with the number of instances it represents. This significantly decreases the

computation time required, while preserving the representativeness of the results. In the case of non-encoded

categorical features, to which the k-means approach cannot be applied, we draw a random sample from the

complete dataset. For both approaches, we set the default sample size to 25 to balance compute time and

representativeness, which can be user-defined for specific needs. The user is encouraged to pass the train

and test datasets of the model as two separate DataFrames, so that the train dataset is used as background

and the test dataset is used for the explanations. If the user passes a single dataset, the system automatically

performs a stratified split where 80% of the data as test set and 20% as train set. Besides this approach for the

background, we use the default parameters of KernelSHAP.

This approach enables decent computation times for Python estimators, allowing report generation within 30

minutes for the Python models we tested. This lead time is acceptable as it is in proportion with the other

steps in the development process, and it does not affect most stakeholders. PMML models can be converted

to Python-based scikit-learn estimators with sklearn-pmml-model, which results in ten to hundredfold

faster performing models than those converted with PyPMML. In the event that PMML models cannot be

converted with sklearn-pmml-model, report generation can take hours to days, which is not acceptable.

Therefore, we implemented a ’fast mode’ that employs LIME to generate feature relevance insights, as LIME

is less computationally-intensive then SHAP [56]. We selected LIME for this mode as it is strongly strongly

connected with KernelSHAP. The downside of the fast mode is that is will only generate an ’Overview’ of the

report, lacks the solid foundation of SHAP, and does not support categorical features in our implementation
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due to possible mapping issues with PMML. We disable the discretization of continuous features so that

LIME displays the contribution for each feature, similar to SHAP. Other parameters remain at their default

values.

The toolkit automatically handles numeric data, but requires user input to define non-encoded categorical

columns. Those columns will then automatically be coded as numeric data for the functionalities that demand

this format, such as the partial dependence plot and correlation matrix. Functions that handle categorical

data internally, such as SHAP, get the original data to minimize the chance of mapping errors. For user

convenience, the report always displays the data in the original format.

In general, for reproducability purposes, we set a random seed for an Explainer object and pass it to all

dependencies.

Feature Relevance The ’Overview’ section of the report presents the global feature relevance with a list of

bars, where the size of each bar indicates the relevance. By default, these insights are established by generating

and aggregating SHAP values for a sample of the test set. In line with the SHAP implementation, the global

relevance of a feature is established by summing the absolute SHAP values of all instances for that feature, or

in case of multiclass classification, where a SHAP value is computed for each class, by computing the mean

of the absolute SHAP value of all classes for each instance and then summing these values for the entire

sample. In fast mode, a high number of local LIME explanations of instances in the test set are generated.

The global relevance of a feature is then established by taking the mean of all absolute contributions of all

instances for that feature. We present the resulting feature relevances of both approaches in a relative manner

where the relevance of each feature is expressed relative to the most influential feature, since the absolute

feature relevances are not intuitive for the users of the overview. A summary of the most relevant features is

presented in the report summary. As the default setting, the system uses a sample size of 1000 instances (or

the maximum test set size) for generating these insights, which can be altered by the user.

We establish the global feature relevance - thus for the complete model - by drawing a random sample from

the complete test set. To capture more specific behavior of the model, feature relevance insights are computed

for specific data labels: each class for classification models, and certain user-defined ranges for regression

models. The feature relevance for a specific output range is established by drawing a random sample from

the instances in the test set with the corresponding label, then computing the feature relevance similar to the

global insights. The sample size of the global feature relevance insight are distributed equally over the output

ranges, for example, 500 instances will be used by default for each class of binary classification model.

Since real-world models can employ tens or even hundreds of features, the report presents three views of

the global feature relevance: the relevance of all features, the most relevant features (20 by default), and the

relevance of groups of features. The latter is achieved by allowing the user to assign features to custom-

defined groups in the configuration file. The relevance of each group is then computed by taking the mean

contribution over all features in the group. The report contains a view to compare different feature groups,

and a view for each feature group to compare the features within that group with the group average.
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The aforementioned feature relevance plots display contextual information on hover, such as user-defined

feature names and description. In the case of strong feature correlations - feature correlations that exceed

a configurable threshold that is set to 0.2 by default - the user is informed on which features are strongly

correlated. All correlations between the 20 most influential features are displayed at the top of the report. The

goal of these functionalities is to inform the user which features change jointly, in order to correct the feature

independence assumption of KernelSHAP.

In the detailed view, the relevance of each feature is presented as a beeswarm plot - a one-dimensional scatter

plot that displays for each instance what the feature relevance was for that feature. In SHAP’s ’Summary

plot’, the beeswarm plots are stacked to present the feature relevance of the 20 most relevant features. We use

the figure that is produced by SHAP and convert it to an interactive figure with Plotly. One plot is presented

for regression models, and one per class for classification models as the SHAP values are computed for each

model output.

Feature Insights The system utilizes scikit-learn to compute the partial dependence for the feature in-

sight plots that are presented in the overview section, allowing the generation of this plot even in fast mode.

This functionality can directly be applied to scikit-learn-based estimators - other models are first prepared

by the system. The default yet customizable setting generates a plot for each of the 10 most relevant features,

as computed with the feature relevance techniques. The plot, with the feature value on the x-axis and model

output on the y-axis, consists of a partial dependence line for each model output, and a distribution of the

data to inform the user of the likeliness of the feature values. All elements use the same number of data

points: one for each unique value of categorical features, or one for each of the 40 intervals of continuous

features. The sample size used to generate these insights can be set by the user and is set to 20,000 instances

by default.

The ’Detailed View’ presents SHAP dependence plots for the same number of most influential features. These

scatter plots contain the feature value on the x-axis, the SHAP value on the y-axis, and a color bar on the off-

diagional to color the feature value of the strongest interaction features, which is automatically determined

by SHAP. To save computation time, we plot the instances and their SHAP values from the global feature

relevance sample. A separate distribution is not added since the distribution becomes visible from the data

dispersion. Similar to the SHAP summary plots, a static SHAP dependence plot is generated for each model

output by the SHAP package, which is then converted by the system to an interactive format.

The feature insight plots in both the ’Overview’ and ’Detailed View’ are accompanied with a note of strong

correlations, if any, to inform the user which feature values jointly change.

Bias and Fairness Open-source Python package Aequitas is employed for the computation of the bias mea-

sures. It requires a dataset with protected attributes of interest, and the actual and predicted labels in a binary

classification format (0/1). Using the bias and fairness functionality therefore requires the user to explicitly

specify that a test set is passed that contains the ground truth, since computing bias measure on the training

set, or on a dataset without ground truth, will lead to unrepresentative results. Additionally, the system maps
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the data as a binary classification problem. For multi-class classification tasks, the user should specify which

classes should belong to the positive class and which to the negative class. The user can specify a threshold

- or use the mean of the target - for regression tasks, where after all values below this threshold will be pre-

sented as the negative class and all above this threshold as the positive class. After this transformation, only

the protected features that are specified by the user in the configuration file are kept in the dataset, for which

the groups will be defined. For categorical features, each category is represented with a group. Continuous

features are discretized into quartiles, or in user-defined bins. The system characteristic that bias measures

can be generated for features that are present in the dataset but not used for scoring, enables the user to

generate more fine-grained groups during preprocessing and subsequently passing the data to the system.

After the groups are defined, the majority group is automatically selected as the reference group, as majority

groups typically have a (unjustified) privileged position. In addition, the size of the majority group ensures

that it is of sufficient size to be compared with.

After the preprocessing steps, Aequitas calculates the disparities for all groups and compares them to a

user-specified threshold for accepted bias. To determine the default setting for this threshold, we examined

available legislation on this topic. To the best of our knowledge, the only legislation that quantifies such selec-

tion rates is the ’four-fifths’ rule from the Uniform Guidelines on Employee Selection Procedures (1978) [57].

It states: ”A selection rate for any race, gender, or ethnic group which is less than four-fifths (4/5) (or eighty

percent) of the rate for the group with the highest rate will generally be regarded by the Federal enforcement

agencies as evidence of adverse impact, while a greater than four-fifths rate will generally not be regarded

by Federal enforcement agencies as evidence of adverse impact.” Although there are certain limitations to

this regulation, including that it relates to demographic (statistical) parity and a different reference group, it

provides a solid starting point. We therefore set the default fairness threshold to 0.8, similar to the default

values of libraries Aequitas [47] and fairmodels [51]. Nevertheless, the optimal threshold differs per use case

and therefore requires careful consideration. Besides, in our opinion, expressing this complex problem with

a single conclusion is helpful for the stakeholder, but lacks nuance. The explainability report therefore states

whether a model passed or failed the fairness criteria - on not whether it is fair or unfair - and leaves the more

nuanced and case-specific interpretation of the fairness conclusion to the involved stakeholders. The output

of Aequitas is used to create interactive plots that shows, for each of the three measures, the disparity, the

margins of accepted bias, whether the model passed or failed the fairness criteria, and detailed information

such as group sizes on hover. Such a plot is created for each protected feature and presented along with a

textual summary.

This technical implementation is tested in two ways. First, some unit tests are written for core functionali-

ties such as data validation. Second, the system is tested in a holistic manner by automatically explaining

several dummy models with a variety of characteristics, such as used algorithm, programming language

(R and Python), data type (numeric and categorical), and prediction task (binary classification, multiclass

classification, and regression). This enhances the robustness and suitability of the system.
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5.3 Organization-specific Implementation

This section describes the technical and functional implementation specific to the host organization. Imple-

mentation at other organizations would probably require similar steps, which will be further outlined in

Chapter 8.

As described in Section 3, Achmea is already making efforts in the field of model management, including

logging the inputs and outputs of production models for reproducibility purposes. For ease of use and

user perception, we integrated the system with this framework by implementing a database connection. A

separate component of the system enables connection to this SQL database and the retrieval of model runs

of a specified model within a given time range. The returned pandas DataFrame can then be subjected to

model-specific preprocessing by the data scientist and passed to the system. This provides insights into the

behavior of the model on production data, and the underlying data distributions.

Achmea hosts multiple UNIX-based development environments that run on both on-premise servers and

virtual machines. Each environment provides a sufficient amount of computational power and memory for

the system, as some ensemble models in PMML require tens of gigabytes of memory - even though the

environment is simultaneously used by multiple development teams. We deployed the system as a Python

package on the development environments, enabling technical stakeholders to access the system with a single

line (from xai toolkit import Explainer) of code. The system and the dependencies can also easily be

installed on a custom virtual environment.

To ensure that the stakeholders understand the system, two types of documentation have been drawn up

that are tailored for groups of stakeholders. A work instruction is available in the enterprise work instruction

repository that covers the motivation, general idea, and use cases of the system, along with a step-by-step

instruction, and a reference to a short video that demonstrates how the insights should be interpreted. More

detailed technical information is available for the technical stakeholders in the git repository. Next to a step-

by-step instruction, it elaborates on how to configure the system’s parameters, what considerations should be

taken into account when setting the parameters, and how models that are developed in other languages than

Python can be converted to the PMML format. Additionally, dummy data and models, scripts to prepare and

load this data and models into the system, and configuration files are available for commonly-used model

types in this git repository.

The integration with existing frameworks, the deployment to enterprise architecture, and various forms of

documentation, removes the hurdles for widespread application within the organization to leverage it use

cases, which will be further addressed in the next chapter.
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Chapter 6

System Application

This chapter describes the application of the system at the host organization with the goal to further define

and elaborate on the use cases. During the design (Chapter 4), we identified two primary use cases of the

system: (i) AI compliance through model understanding, and (ii) model refinement through model under-

standing. Section 6.1 and 6.2 elaborate on those two use cases, respectively. Then, in Section 6.3, we describe

how the system added business value when it was applied to four models of the host organization. Several

screenshots of an explainability report - this dummy model predicts a claim value based on characteristics of

a personal injury claim - are presented throughout this chapter to illustrate the use cases.
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6.1 AI Compliance

This section explains the intended use case of the system, namely, how the use of the system leads to better

compliance with AI regulations. This stems from two points. First, the use of the system leads to better

model understanding, allowing a better assessment of whether the model meets all standards and guidelines.

Second, having the system and corresponding procedures in place makes compliance with the regulations

more tangible for third party auditors and regulators. From here on, we mainly focus how the system enables

better assessment of the model and improves the communication of this assessment, mainly relevant for

stakeholders in the 1st (Quality Managers) and 2nd line (Model Validators and Compliance Officers).

The explainability report enables:

• Proxy detection. The report eases the identification of proxies, i.e., inferred data points. Predictive

models attempt to capture and predict real-world problems through features, which is a simplified rep-

resentation of reality, based on which one can argue that models fully rely on proxies. In our opinion -

and from a legal and ethical standpoint - this becomes problematic when models heavily rely on incor-

rect proxies: features that do have a correlation with the target variable, but do not have a direct causal

relationship in the world. There typically is a third variable (a confounder, mediator, or moderator)

involved that is not present in the dataset, which causes the algorithm to use the independent variable

as a predictor of the dependent variable. This reduces the transparency of the model and might hide

biases. A classic example is the postal code, which typically captures more information than just the

geographic region, such as social-economic status or even descent. The toolkit aids the identification

of influential proxies in two ways. First, the combination of feature relevance and a descriptive feature

name challenges the stakeholders to assess whether a feature is a proxy. A higher feature relevance

indicates a correlation between the feature and target variable, whereby the stakeholders should rea-

son whether there is a causal relationship. As the plot indicates the feature relevance, it is a triage for

this assessment. Second, the partial dependence plot reveals more regarding the relationship between

a feature and the target. This allows the stakeholders to inspect the difference in model outcomes be-

tween feature values and reason whether this is a real-world relationship. Figure 6.1 displays the feature

relevance of a model with multiple proxies, including ’Gender’ and ’Employment’ as a proxy for in-

come. The difference between different types of employment is illustrated with the partial dependence

plot presented in Figure 6.4. Stakeholders can inspect these relationships in greater detail in the ’De-

tailed View’. Identifying and addressing influential proxies increases the transparency of the model,

potentially removes biases, and ensures more ethical establishment of predictions.

• Bias detection. The much-discussed model biases can be detected with two approaches. Most prevalent

is using the bias and fairness section as displayed in Figure 6.2 to assess the disparity between groups

of protected attributes. Figure 6.2 shows that the model performs less (in terms of precision, recall, and

false positive rate) for claims of customers with unknown gender, compared to the reference group. For

all measures, the disparity falls below the accepted fairness threshold of the four-fifths rule (t = 0.8).

The model is also less-performing for woman-related claims. Using the Predictive Parity and Equal
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Opportunity measures, the model biases fall within the acceptable range, which is not the case when

relying on the more stringent Equalized Odds measure. The model should be retrained with this bias in

mind, for example, by oversampling the minority groups in the trainset. Even better would be to ensure

that gender no longer is a proxy for income by adding income as a feature. The other approach is to

observe the differences between feature values for protected features using the partial dependence plot,

which also reveals the difference between genders (Figures 6.3 and 6.4). Addressing algorithmic biases

leads to better compliance with standards 19 and 20 of the Ethical Framework, and virtually every other

regulation.

• Data minimization. Standard 12 of the Ethical Framework prescribes that the amount of data used

should be limited to enhance user privacy. The report can aid the feature selection process and thereby

reduce the number of features. Next to enhancing user privacy, lowering the number of features in-

creases the maintainability of the development pipeline, reduces the computational complexity of the

model, and improves model interpretability. The feature relevance plot in Figure 6.1 illustrates that for

this model a minority of the features determine the majority of the predictions. The seventeen least

relevant features (out of a total of twenty-four) can be removed without leading to a decrease in model

performance. This cut-off is not quantified, as the feature selection requires a more nuanced interpre-

tation by the stakeholder. For example, a feature might have limited relevance on a global scale, but be

very informative for certain ranges of the output - which can be inspected using the feature relevance

plots of different ranges of the outcome. Just the ’Overview’ of the report provides a good starting point

for the feature selection process to realize data minimization.

• Internal communication. The report enhances the communication between internal stakeholders by

providing a tangible starting point of, and common ground during, the model interpretation process.

This bridges the gap between different disciplines, thereby easing an interdisciplinary discussion about

the model, especially desirable for complex discussion topics such as the acceptable model bias.

• External communication. The report is a tangible artifact for communication with external stakeholders,

such as auditors and regulators. It can be archived along with the internal assessment of the previous

point, which increases the auditability of the process.

To leverage the aforementioned use cases, the system is embedded in two of Achmea’s compliance processes.

The first is the Privacy Impact Assessment, which is mandatory for all applications that use personal data

over a long period of time, such as many machine learning models in production. High-risk AI systems are,

among other things, subject to an Ethical Impact Assessment. Both processes, that are executed by compliance

officers, request information regarding the model or application from the data scientist and business, such

as a justification of the data used. Although using the system is not mandatory, generating and interpreting

an explainability report of the model is the most convenient way and thus the preferable way to deliver this

information. Through incorporating the system, Achmea improves the compliance with standards 16, 19, 20,

and 23 (see Section 3.3) by providing and internal control mechanism for AI-driven models.
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6.2 Model Refinement

An additional use case of the system is that of model refinement, considering that understanding the model

leads to insights into how the quality can be improved. This use case indirectly supports AI compliance, as

better-performing and more robust models are desirable from a regulatory standpoint. Nevertheless, mainly

the stakeholders within data analytics and business are interested in this use case. There are two primary

triggers for this use case.

First, the system can be utilized for model validation. The goal is to understand the inner workings of the

model to assess whether it works as intended. It provides more information than just the use of performance

metrics, as it relieves on what grounds the predictions are established. This is relevant for models from any

state of the model lifecycle, but especially for first prototypes that have not yet been thoroughly inspected.

Model validation involves proxy and bias detection. The SHAP summary plot from the ’Detailed View’, as

shown in Figure 6.5, is very informative for model validation. It shows the homogeneity of the data and

thereby reveals whether the feature relevance is based on outliers, strongly separated clusters, or gradual

shifts. Any error that is identified during the model validation process can be resolved in the next iteration of

the model. Second, a better model understanding can lead to new insights regarding model improvement. For

example, inspecting the relevance of different feature types can form an inspiration for the feature engineering

process, especially when looking at exceptions at a local level. In addition, inspecting data distributions,

feature correlations (see Figure 6.6, and feature interactions can enhance domain knowledge, which, in turn,

provides insights into how to capture it with a model.

To ensure that data scientists do not overlook this step, these use cases are embedded in the development

process. The default development process, StageGateManagement, divides the development of models into

multiple stages, with ’gates’ in between. These ’gates’ are checklists that should be checked before proceeding
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to the next stage of development, with the aim to stop the project in time if it is not successful. The checklist

of the gate between the ’creation phase’, where a proof of concept is realized, to the ’growth phase’, where

a minimum viable product (MVP) is developed, lists model understanding as a requirement to proceed. The

use of the system is not mandatory for this step, but recommended, as it is the most convenient way for

data scientists to obtain the prescribed insights. In addition, it prepares the development team for future

compliance assessments.

6.3 Cases

The system has been applied to four ML-based models during the internship at the host organization. These

models have been selected to represent a variety of characteristics and use cases. In addition, the teams

concerned were happy to cooperate and provide feedback. In this section, we describe the process of applying

the system to these models, and the main added value of the enhanced model understanding.
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Chapter 7

System Evaluation

By applying the system to four real-life models, we demonstrated the effectiveness of the system in a corpo-

rate setting. In this chapter, we describe the approach we employed to evaluate the effectiveness of the system

in a quantitative manner. The goal is to define the main factors that determine the functional suitability - a

software quality characteristic of ISO 25010 - of the system, and thereby answer the fourth subquestion of this

study.

To satisfy this goal, we aim to answer the following questions:

1. How effective is the system as a tool for executing the use cases of AI compliance?

2. How is the usage of the system perceived?

3. How are the different XAI techniques perceived?

In this, the first two questions are particularly established to answer the third question, which is strongly

connected to the fourth sub question of this study. In addition, the findings of this third question could make

a valuable contribution to the field of XAI.

In Section 7.1 we discuss the setup of the experiment we conduct to answer these questions. Section 7.2

presents the results, followed by the discussion of these results in Section 7.3.

7.1 Experiment Setup

This section elaborates on the setup of the experiment. Since there is no consensus on the best evaluation

method [43], we first examine the literature on evaluation methods to determine the rough outline of the

experiment. We then formulate the different tasks of the experiment in detail, and finally elaborate on how

we realized this setup.

Evaluation methods We select the most appropriate evaluation methods for our experiment from Figure 7.1,

which organizes XAI evaluation methods along three dimensions [58].
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Figure 7.1: The dimensions of XAI evaluation methods from [58]. The highlighted concepts will be used in the experiment.

Starting with the task dimension, the experiment should reflect the intended use of the tool - supporting the

AI compliance process - as faithfully as possible. We therefore choose an application-grounded evaluation

method [43], whereby experts are asked to execute that actual task of the system. This is a more appropriate

method for evaluating real-world applications than an human-grounded evaluation method, whereby inex-

perienced users are asked to execute a proxy of the real task [59]. In our case, executing the actual task implies

that the participant uses the complete report to execute the AI compliance process, including proxy detec-

tion, bias detection, data minimization, and internal discussions regarding these topics. Due to the variety of

these tasks, we use two kinds of evaluation levels and two different task types. The participants will perform

a detection task where they try to detect proxies, biases, and irrelevant features, after which we assess the

performance of each participant (a ’Test of Performance’). For hard-to-quantify aspects, such as enhanced

trust and enabling communication, we ask the user for their satisfaction regarding these aspects (a ’Test of

Satisfaction’) after using the tool for executing the aforementioned tasks (’System Usage’).

Regarding the participants, we focus on the intended stakeholders of the system, which are AI experts (data

analytics) and domain experts (business and compliance lines). Because the stakeholders have different kinds

and levels of expertise (extrinsic foresights), we provide an introduction video to ensure that all stakeholders

have a certain understanding of the system. Hereby, we ensure that we do measure the first impression of

the participants. Since we are tied to the host organization for this field study, we expect a low number of

participants, and we will address them based on their intrinsic motivation.
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Regarding the study design dimension, we focus on collecting quantitative results in order to quantify the

effectiveness of the system. This quantitative focus allows us to use a survey, which eases the process of

recruiting as many participants as possible. Participants will have the opportunity to leave remarks at the

end of the survey, which we will process as qualitative results. Considering that we expect several dozens

of participants, the number of participants will be too low to demonstrate statistical significance between

different treatments and we will therefore give all participants the same treatment in form of the same report

and questions. Due to the variety of stakeholders, we do ask the participants in which line they work, so

we can compare the results between the different types of stakeholders. The provided report is an example

of a ’Single combination’ treatment, which we chose due to the lack of a representative benchmark - there

currently is no explainability system in use within Achmea with this scope. We considered having the partic-

ipants perform the Privacy Impact Assessment with and without the report, but this was not feasible due to

the limited time of the participants, and would not be representative because we provide more information

in the scenario with the report. To still be able to make a comparison between the scenario with and without

the system, we ask the participant how they typically would address the detection task. If the participant

indicates that they previously used a tool, we ask additional questions in order to compare the previously

used tool and the system.

In summary, we will give the stakeholders an explanation report to execute AI compliance tasks, after which

we ask them to fill in a survey so we can measure the system effectiveness, user satisfaction, and explanation

usefulness. Figure 7.2 displays that the survey is divided into three parts, each of which we will now address

in further detail.

Figure 7.2: Overview of the three parts of the survey.
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1. System Effectiveness As illustrated with Figure 7.2, the system effectiveness is determined by three parts

of the survey. The detection task (1.1) consists of three tasks, of which the context is provided in the instruction

video and in the survey:

• Proxy detection. Are there input variables that may have a non-causal relationship with the output? The par-

ticipant can select none, one, or several variables from the list. In total, 5 of the 24 variables are proxies.

• Bias detection. Are there any groups that the model performs less well for, and therefore disadvantages these

groups? The report presents bias insights for three different protected attributes (age, gender, and marital

status), with a total of 12 groups. The participant can select none, one, or several groups from the list.

One group (Gender = unknown) fails all criteria, one other group (Gender = female) fails the Equalized

Odds criterion.

• Data minimization. Are there any variables that could be omitted without affecting the performance of the

model? The participant can select none, one, or several variables from the list. A total of 17 out of the 24

variables can be omitted without increasing the mean absolute error of the model.

These tasks are an example of user task performance (’Human-AI Task Performance’), a frequently used

evaluation method [60].

After the detection task, we establish a benchmark (1.2) by asking the participants how they normally would

gain insight in the working of models. The participant can select that (i) this is the first time they have been

involved with that, (ii) they have been working on this before, but could not measure it properly, or (iii) they

have used other tools for model explainability. In the event that the participant has previously used a tool,

the participant is asked to fill in the tool, and the following two statements on a five-point Likert scale:

• This tool is more effective than the other tool.

• This tool is easier to use than the other tool.

Finally, five questions are formulated to measure the systems effectiveness in enhancing model understanding

and enabling communication (1.3). A good model understanding of the participants would indicate that the

tool is effective, although we are aware that there are limitations to these user-reported results of the ’Test of

satisifaction’ approach [61]. The participant is asked to answer the following statements on a five-point Likert

scale (strongly disagree - strongly agree):

• I understand the working of the model.

• I can explain the working of the model to a colleague.

• I can explain the working of the model to a regulator or customer.

• The tool allows me to make a judgment about the fairness of this model.

• The tool allows me to have a discussion with colleagues about the fairness and workings of this model.
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2. User Satisfaction After the participant is forced to use the tool to answer the questions of the first part

of the survey, we measure the user satisfaction on a Likert scale, a common evaluation method [60]. We

base the statements on the dimensions ’Pperceived usefulness’ and ’Perceived ease-of-use’ of the Technology

Acceptance Model [62], and consolidate them to reduce the number of questions for the participant:

• Using this tool at work would help me work faster and more efficiently.

• Using this tool would increase my effectiveness at work by allowing me to make better decisions.

• I find this tool easy to use.

• Additional training on how the tool works would increase my effectiveness with the tool.

• From this tool, I can get all insights that I require to perform my work.

3. Explanation Usefulness Using the Explanation Usefulness and Satisfaction evaluation method [60], we

measure the user satisfaction with different report sections and thus the different explainability techniques.

Our measurements are based on the Explanation Satisfaction proposed by Hoffman et al [61], from which

we have picked three to reduce the time required for the survey. For each section of the ’Overview’ - feature

relevance section, feature insight section, and bias and fairness section - the participant is asked to answer

the following statements on a 5-point Likert scale (strongly disagree - strongly agree):

• This explanation helps me understand how the model works.

• This explanation of the model is sufficiently detailed for me.

• This explanation allows me to understand how reliable the model is.

For the participants that have used the ’Detailed View’, we only ask them to rate the usefulness of each section

(SHAP force plot, SHAP summary plot, SHAP dependence plot) on a 5-point Likert scale (not useful at all -

very useful) in order to limit the number of questions. The questions for each section are accompanied with

a screenshot of the relevant section.

Experiment preparation The explainability report that is provided during the survey is based on the In-

jury Claim Provision Model (as described in Section 6.3), which we modify to inject proxies and biases -

an approach inspired by the evaluation of LIME [8]. We select this case as it is a representative example of

AI risks and possibilities within insurance, the intuitive model output (claim value in euro), and the clear

predictive power of certain features and feature values. To protect customer data and respect internal compli-

ance processes, we generate a new synthetic dataset using Python package SDV [63]. It leverages a Gaussian

Copula to train a model on the distribution of the training data, and then uses this model to generate a new

synthetic dataset with similar distribution. To improve the quality of the resulting dataset (measured with

Chi-Squared and Inverted Kolmogorov-Smirnov D statistic tests), we support the model by custom-defining

some distributions, and oversampling some less represented feature values.
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We constructed the survey using Qualtrics1, where we could put all necessary components. Participants are

first shown information about the study, then give informed consent, input their demographic characteristics,

watch a five-minute demonstration video about interpreting results from the report, and then download the

HTML report from the browser. Then the aforementioned questions are asked which are accompanied by the

necessary context to bring the non-AI experts up to speed. A draft of the survey was filled by a participant

to evaluate the phrasing of the questions and the survey length. The final version was accessible to anyone

within Achmea and we did not enforce that only certain roles could participate. We mainly targeted the

stakeholders in the data analytics and compliance line (Figure 4.2) and strongly related roles, such as data

engineers (related to data scientists) and data stewards (related to compliance officers), since we could more

easily reach and enthuse these stakeholders than the business stakeholders who do not have a direct interest.

To this end, we advertised the survey in internal communities and targeted the people and teams who were

involved during the study. The survey was available for six weeks.

7.2 Results

This section presents the results of the survey in the order of question.

Participant demographics. A total of 30 insurance professionals participated in the experiment. We first ex-

amined whether the combination of the self-reported role and the line of participants matched our definition.

For four participants, we corrected the line to our definition, as they reported their hierarchical line (e.g., a

business or IT division) while they fulfill a compliance role (e.g. quality manager or data steward). We did not

make any further corrections and used all responses. Out of the 30 participants, 16 have a data analytics role,

4 have a business role, and 10 have a compliance role. The data analytics roles include data scientist (6), data

engineer (3), and data consultant (2). A manager, director, business consultant, and data analyst represent

the participating business roles. The compliance roles include data steward (3), compliance officer (2), quality

manager (2), and model validator (1). The working experience strongly varies between the different lines.

1https://www.qualtrics.com/
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Figure 7.4: Score distribution for the proxy detection task. Figure 7.5: Score distribution for the bias detection task.

Figure 7.6: Distribution of the net scores for the data minimization task.

For the data minimization task, 28 out of 30 participants marked at least one feature for removal, with an

average of 5.67. Using a similar approach to compute the net score, we observed that the average participant

scored 5.33 (±4.35) out of 17 (31%), meaning that there was roughly 5 additional features correctly marked

than incorrectly marked for removal. The distribution is displayed in Figure 7.6.

1.2 Benchmark After the detection tasks, the participants were asked to specify how they would normally

gain insights in the working of models. Nine participants (30%) answered that this was their first experience

with model interpretability, and five participants (17%) answered that they have been working on this before,

but could not measure it properly. Sixteen participants (53%) answered that they used other tools for model

interpretability, including SHAP (3), Azure Model Explainer (1), a custom-built XAI system (1), SAS (1),

and unspecified Python packages (2). Several participants did not specify a tool, but mentioned that they

inspected models for built-in feature importance functionalities of ensemble models (2), local effects (2), error

plots and model fit (2), correlations (1) or distributions (1). The 16 participants were asked to compare the

system with previously used tools in terms of effectiveness and ease of use. Figure 7.7 displays the results of

this benchmark. The participants rated both the effectiveness and ease of use of the tool with a 4.06 ± 0.85 on

a five-point Likert scale, 1.06 higher than we would expect our system performed similarly to the other tools.
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Figure 7.7: Average response of 16 participants that compared our system with a previously-used tool.

We perform a statistical test to determine whether this difference is significant. As a benchmark, we generate

a sample of Likert-scale responses, equal to the length of our responses (16), with a mean of 3.000. The

mean of 3.000 represents ’neutral’ responses, thus no difference between our system and other tools. We

choose the benchmark sample to be completely random, since we cannot assume that Likert-scale responses

are normally-distributed [64]. We use the non-parametric Kruskal-Wallis H Test as the statistical test, as our

responses are not normally distributed based on a Shapiro-Wilk test, on a ordinal scale, and too small to use

a Mann Whitney U Test reliably. This non-parametric test is performed on our responses and the generated

benchmark sample to determine whether there is a significant difference In addition, we compute Cohen’s

d to determine the size of the effect. For generalizablity, these results are averaged over 1000 iterations, in

which we use different generated samples and keep our responses constant. Table 7.1 presents p = 0.009

and d = 1.15 for both the effectiveness and ease of use, indicating a significant (p < 0.05) and large effect

(d > 0.8).

Table 7.1: Results of the statistical tests that compared our responses with a benchmark sample, averaged over 1000
samples.

Characteristic Responses Benchmark p Cohen’s d

Effectiveness 4.063 ± 0.854 3.000 ± 1.050 0.009 1.148
Ease of use 4.063 ± 0.854 3.000 ± 1.054 0.009 1.151

1.3 Understanding and communication Figure 7.8 shows the average response of all participants (blue),

participants with a data role (green), and participants with a compliance role (red) to the five questions that

regard model understanding and communicating these insights. Following the aforementioned approach, we

compared the responses of all participants to benchmark samples to determine the significance pbenchmark

and effect size dbenchmark. Additionally, we determined the significance pgroups of the difference between the

response to a data role and a compliance role. The results are presented in Table 7.2.

Regarding model understanding, we observe an average response of 3.767 ± 0.935 on a 5-point Likert scale.

This difference of 0.767 with the benchmark samples is significant (pbenchmark = 0.002) and medium-sized effect

(dbenchmark = 0.787). Those with data roles indicated that they have a better understanding of the model (4.000
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(a) Overview (b) Detailed View

Figure 7.13: Explanation satisfaction summarized for the ’Overview’ and ’Detailed View’

of the model beforehand, and a model validator would like to assess the impact of interactions and model

correlations on the model performance.

Regarding the survey, two participants found that a clear definition of trustworthiness was lacking - which

could also be presented in the report. One participant commented that the survey was long, and one com-

mented that the survey was difficult. Two participants remarked that they normally do not work with models,

two participants found it difficult to understand the model, and one participant mentioned both. Four of these

five participants have a compliance role.

7.3 Discussion

This section elaborates on the results and limitations of the system evaluation.

During the detection tasks, the average participant scored 19%, 75%, and 30% for the proxy detection, bias de-

tection, and data minimization, respectively. Based on these results, we state that the system is most effective

for bias detection. Note that these scores are based on the interpretation of a single untrained stakeholder

within a short amount of time, while in the real-world scenario multiple more experienced stakeholders

would jointly interpret the results and do follow-up investigations on the findings. We therefore expect even

better performance in the real application.

Due to the survey, one-third of the participants have received some experienced with model interpretability.

One out of five participants now have a system to interpret models, where before they could not. Half of

the participants compared the system with a previously used tool, and indicated that this system was more

effective and easier to use (both 4.063 ± 0.854 on a 5-point Likert scale) - a significant and large effect. We can

therefore conclude that, on average, the system is beneficial for all types of stakeholders.

The participants self-reported that the system has a significant medium-sized effect on their model under-

standing (3.767 ± 0.935), and a significant large effect on their ability to judge a model’s fairness (3.967 ±

1.033) and ability to discuss the working and fairness with co-workers (4.033 ± 1.159). The reported effective-

ness for judging fairness aligns with the participants performance on the bias detection task. The enhanced
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model understanding and improvement of internal discussions were not specially tested during the exper-

iment, but were noted by involved stakeholders during the cases (Section 6.3). Participants in the line of

compliance reported to have more difficulty than participants in the line of data to explain the working of

the model internally (-1.600) and externally (-1.688).

We observe a positive but not significant effect regarding efficiency (3.533 ± 1.332) and effectiveness (3.367

± 1.189). We believe that this is due in part to the fact that model interpretability is not an equal role for

every stakeholder, which was also evidenced by the remarks of some participants. The same goes for the

completeness of the report (2.767 ± 1.006), for which we received several useful additions. However, we do

note that the formulation of this question might have been misleading, as it questioned whether the report was

complete enough to execute a participants’ activities, which clearly is much broader than just interpreting

models. The participants indicated that a training would be useful to increase their effectiveness with the

system (4.067 ± 1.143). As the participants had hardly any experience in using the system, we believe that

a decent training before the survey would increase the participants’ performance in the detection tasks and

their satisfaction. Despite the fact that there is not always a significant difference, we do note that participants

in data roles have higher satisfaction than those in compliance roles. A potential solution is making the

explanation less technical (as proposed by three participants), and improve the knowledge of compliance

roles by means of training.

All explanations in the ’Overview’ have a significant effect on the participants model understanding. This is

a large effect for the feature importance and bias and fairness sections, and a medium effect for the partial

dependence plot - this latter is mainly caused by a significant lower agreement for compliance roles (2.900 ±

1.449) compared to data roles (4.000 ± 0.966). Regarding the amount of detail, the feature importance section

and partial dependence plot perform similarly with 3.433 ± 1.305 and 3.567 ± 1.305, respectively, while the

level of detail is highly appreciated for the fairness section (3.933 ± 1.081). The feature importance section

and partial dependence plot mainly underperform in the area of enhancing reliability (2.300 ± 1.119 and

2.667 ± 1.295), while the bias and fairness section has a medium effect on the participants ability to assess the

reliability of a model (3.700 ± 1.119). This is in line with our expectations, and shows that multiple techniques

in an XAI system can effectively complement each other. The system’s significant ability to support judging

model fairness is inextricably linked to the bias and fairness section. Of all sections in the ’Overview’, the

participants are most satisfied with the bias and fairness section. The three sections in the ’Detailed View’ are

similarly useful.

This evaluation approach has three main limitations. First of all, this application-grounded evaluation mim-

iced several conditions of actual system applications, but did not account for the joint interpretation of the

results, joint establishment of definitions, and the opportunity to further investigate the insights that are pre-

sented by the report. Because of this, the results of the detection tasks are unsubtle and miss nuances that

would normally occur. Nevertheless, we believe this was the best suitable approach with the resources we

had at our disposal. Secondly, the sample size of 30 participants limits our ability to statistically prove the

significance of some results. We therefore did not include the business line in our comparisons. Grouping

the participants based on their line results in heterogeneous groups, which might cause the loss of possible
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characteristics of certain participants. More participants would enable more granular grouping of the partici-

pants, for example, on their actual role. Finally, apart from the detection task, all results were self-reported by

the participants, making it infeasible to verify the results, e.g., whether a participant genuinely understands

the model. As a result, we cannot exclude that some participants suffer from an ’Illusion of Confidence’,

where they blindly trust the outcome of the system instead of reasoning by themselves. Since we were aware

of this concept, we deliberately added as little value judgment as possible to the system, such as marking the

features that could be omitted without impacting model performance.
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Chapter 8

Application in Other Domains

During this research, we focused on an XAI system for AI compliance in the financial sector, and further

scoped by conducting the study at an insurance firm. This raises the question whether and how the system

can be deployed and used in other organizations and domains - the fifth subquestion of this research. To this

end, this chapter briefly discusses the generalizability of the system and provides guidance how the system

can be applied in other organizations and sectors.

Sector Regardless of the sector, the main purpose of the system is supporting compliance with AI regula-

tions. In this study, we focused on the standards of the Ethical Framework, which are applied by the majority

of Dutch insurers. Despite this narrow scope, the concerns that we addressed with the system, such as having

a control framework in place and checking models for potential biases, recur in virtually every AI regulation.

With the proposed Artificial Intelligence Act by the European Commission, these standards are enforced in

any organization that leverages AI models that have an impact in the European Union, whereby this law also

affects organizations outside this region. We therefore believe that our system supports compliance with AI

regulations for any organization that applies AI within the EU, regardless of the sector. This relevance is more

significant for sectors where models typically have a high impact on users, such as in the financial, medical,

and public domain, as these high-risk systems are subject to more regulations in the EU AI Act.

More broadly, the system aims to stimulate the use of responsible and ethical AI, regardless of the presence

of legal frameworks. Although regulations provide some guidance on the desirable use of AI, ultimately

organizations themselves are responsible for taking their social responsibilities. In other words, responsible

and ethical business processes do not revolve around what is legally allowed, but what is desirable for society.

We believe this system is well-suited for supporting this vision. Organizations should determine the society

impact of their AI-driven systems and the adverse effects it may have. For example, a retail organization

may have an AI-driven recommendation engine that recommends nutrition based on personal characteristics

such as gender, age, and shopping patterns. During a risk analysis, the organization may identify that such a

system can cause certain groups of people to be recommended with less healthy food, which is not prohibited

by law but undesirable from an ethical point of view. Based on this risk assessment, the organization should
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formulate a specific set of rules for AI-driven systems that mitigate the risk, e.g., that gender should not have

a decisive role in the predictions and therefore not among the 50% most influential features. We recommend

that this analysis and formulation of rules are carried out by an interdisciplinary group of users before

predictive models are developed. After model development, our system can be used to validate whether the

model meets the formulated criteria in a quantitative manner. Note that it is also conceivable that there are

AI-driven systems that have hardly any societal impact, and thus that little or no rules need to be drawn for

these systems.

Regardless of the regulations a model is subject to, or the social impact it has, it is typically desirable to

understand and validate the internal working, and ultimately improve the model’s performance - the system’s

use case of model refinement. As this use case does not significantly differ between sectors, we believe that

this use case is applicable to any sector. In summary, we believe our system can be applied to any domain,

and is particularly beneficial in heavily-regulated areas such as the financial, medical, and public domain.

Organization types Given that the system is relevant for most sectors, we now address the types of organi-

zations that are best suited for the use of the system. Overall, the system can be applied to any organization

that employs AI, although there are some types of organizations where the system would be particularly

effective compared to other XAI solutions. It concerns organizations with (i) large compliance departments,

(ii) many roles involved in the development process, and (iii) several data science teams scattered across the

organization - exactly the conditions we took into account when establishing the design criteria. These types

of organizations benefit the ’multi-stakeholder information’ property, the standardization of XAI, and the

easing of internal discussion and communication, the most. In addition, this turnkey system can be highly

beneficial for smaller organizations that do not have the technical resources to develop such a system by

themselves. Note that in smaller organizations, roles should remain separate for trustworthy compliance, i.e.,

that a person other than the model developer should evaluate the model. However, smaller organizations

with large (centralized) technical teams might want a system that is fully tailored for data scientists. Besides,

certain organizations may only work with unstructured data, which is currently not supported by the tool.

Regardless of the aforementioned points, a prerequisite is that an organization has a good data maturity.

System Deployment An organization that meets the aforementioned criteria might want to adopt this sys-

tem. Figure 8.1 displays the eight steps that we formulated as guidelines for adoption of the system. These

steps are largely based on the best practices of deployment at the host organization and system evaluation.

First of all, organizations that already have a framework for model management can first consider how to

integrate the system with this framework, so that all applications to control models are communicated and

offered in a uniform manner. Second, the system should be deployed as a Python package in the default devel-

opment environment, with the goal to remove the hurdles for using the system. To this end, the development

environment should have sufficient computational resources, which is typically present in organizations that

employ machine learning. To ensure that the system is used by data scientists, it should be adopted in the

default development process, preferably as an acceptance criterion for the first proof of concept and all fol-

lowing versions. Then, an interdisciplinary team should perform a societal impact assessment on the use of
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Figure 8.1: The generic framework that describes the eight steps to deploy the system at any organization.

AI within the organization, with the aim to define a set of organization-specific rules that can be used to

check models for potential harmful effects. These organization-specific rules can be supplemented with rules

specific for certain use cases. Subsequently, these rules should be integrated with the existing compliance

processes, resulting in one framework of rules a model should adhere to. The compliance processes should

refer to the report that is produced by the system that can be used to evaluate whether the model meets

these criteria. Note that these criteria are not part of the report, but that the insights that can be extracted

from the report ease the assessment process. The outcomes of these assessments should be stored for audit-

ing purposes. The sixth step is to document the aforementioned steps and make it accessible for the entire

organization. Apply the system to organization-specific cases to evaluate the document steps, and as a repre-

sentative example of how the system works within this domain - beneficial for the last step. Finally, based on

the outcomes of the system evaluation, we recommend setting up a training for the stakeholders about how

to apply the system. The organization-specific cases can be used in this training to engage the stakeholders.

By executing these eight steps, we expect that the system will optimally support the ethical use of AI within

any organization.
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Chapter 9

Conclusion

Organizations of all sizes report that they struggle with AI adoption due to the legal, ethical, and regulatory

concerns that are caused by the lack of model transparency and the lack of tools that can directly be imple-

mented to address this on an enterprise scale. This study addresses this problem by designing, developing,

deploying, applying, and evaluating a turnkey explainable AI system that supports compliance with AI reg-

ulations in the financial sector. Using existing model-agnostic XAI techniques, the system developed in this

study generates a understandable, highly configurable, and easily shareable report with model insights for

any supervised learning model. System application enhances model understanding, enabling two primary

use cases: AI compliance and model refinement. First, the system supports AI compliance as it enables proxy

detection, bias detection, data minimization, and improves internal communication between, and decision

making by, stakeholders. Second, the insights might be used for validating and refining models, leading to

more accurate and more ethical predictive models. The aforementioned use cases and the system’s broad

applicability have been demonstrated by applying the system to four machine learning models at the host

organization. The system can easily be deployed by installing it as a Python package, as demonstrated at the

host organization. Following the eight implementation steps of the generic framework, this turnkey system

also guarantees quick implementation in other organizations.

To quantify the effectiveness, we performed an application-grounded 5-point Likert scale survey with 30

insurance professionals. The experiment indicated that the system has a significant effect on participants’

model understanding (3.767 ± 0.935, a medium effect), internal communication (4.033 ± 1.159, a large effect),

and ability to assess model fairness (3.967 ± 1.033, a large effect) - for the latter, the participants also demon-

strated their ability to identify biases. The functionalities to assess the model for biases and fairness are most

valued by participants in terms of detail, enhancing understanding, and assessing a model’s trustworthiness.

Additionally, the participants perceived this tool to be significantly more effective and easier to use (both

4.063 ± 0.854, a large effect) than previously used tools.
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Overall, we conclude that the system delivers business value in three ways. First and foremost, the system

provides better AI compliance as it improves model understanding, communication, and the ability to assess

model fairness. Second, the application of the system adds immediate value to the business through model

refinement. Finally, using this system instead of other tools enables the standardization of the AI compliance

process, enhancing effectiveness and ease-of-use.

During the project, we found two interesting and additional benefits of the system. First, with our aim to serve

non-technical stakeholders, we found that our methods to serve comprehensible insights, such as configurable

feature names, grouping of features, and an interactive report, were highly valued by both technical and non-

technical stakeholders. Additionally, we observed that the implementation of this system has a major effect

on the awareness on the ethical use of AI, even beyond our target group. With the aforementioned benefits,

this study offers a turnkey system for more ethical use of AI, removing regulatory hurdles for AI adoption.

There are several limitations to our system and approach. First of all, the system supports traditional super-

vised machine learning models that are trained on tabular data. Although the vast majority is currently of

this type, this is rapidly shifting to deep learning models that are trained on unstructured data, for example

language models that perform predictions based on texts such as customer inquiries. Near-future modifica-

tions are therefore required to keep the system future-proof. Second, the system explains the inner workings

of models, but does not automatically detect or fix incorrect models. Therefore, merely applying the system

is not sufficient for AI compliance, and requires proper interpretation and follow-up, which is more difficult

for organizations to implement than just a technical system. Finally, there are limitations to the evaluation of

our system, as (i) the sample size limited our ability to identify significant differences between stakeholders,

(ii) the self-reported results did not allow the validation of the true understanding of participants, and (iii)

our participants had little to no experience with the system.

Our recommendations for future work are fourfold. First of all, the evaluation of the system could be repeated

after the users have received training and gained more experience with the tool. This will ensure more faithful

results regarding the system’s effectiveness, and insights on the impact of system training. Additionally,

future work could deepen our understanding of how different types of explanations can best be explained to

non-technical stakeholders such as compliance officers, in order to increase the effectiveness of XAI systems.

Another direction is to study the difference between model-specific and model-agnostic XAI techniques on

both the technical performance and functional suitability, with the aim to identify the best approach for future

XAI systems. Finally, additional research in the field of XAI is required to enable generic and global insights

for the next generation of models, such as deep learning and reinforcement learning on unstructured data, to

continue facilitating responsible use of AI.
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Appendix

A.1 Archimate components

The four following pages display more information about the components of the Archimate modelling lan-

guage:

• Figure A.1 lists the elements of the Archimate business layer.

• Figure A.2 lists the elements of the Archimate application layer.

• Figure A.3 lists the elements of the Archimate technology layer.

• Figure A.4 lists Archimate relationships.

These figures are extracted from the Archimate documentation: https://pubs.opengroup.org/architecture/

archimate3-doc/.

86



Figure A.1: Elements of the Archimate business layer.
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Figure A.2: Elements of the Archimate application layer.
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Figure A.3: Elements of the Archimate technology layer.
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Figure A.4: Archimate relationships.
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