ABSTRACT

The ability of feature extractions from object/concept and feature connections is believed to be crucial to creativity. This paper proposed a novel method to learn extractions and connections separately. Such separation enables adaptive feature and object connections, which means one object can be connected to different other objects within different contexts. It is an attempt to apply recent cognitive theories of computational creativity in an actual computer. It also suggests a possibility that deep networks for image-to-image translations can be used to design highly automatic creative cognition models.

1 Introduction

It is not easy to answer the question: what is creativity? Nevertheless, many agree that the ability to make connections or combinations between concepts is a key component of creativity. Sternberg\cite{1} suggested three processes for creativity: selective encoding, combination and comparison. Spelke et al.\cite{2} stated that human cognition makes the assumption that the world is represented by objects and relations. Mekern et al.\cite{3} also pointed out this agreement and implied a unitary model of creative cognition. This model, which is inspired by \cite{4}, is based on adaptive relations between features of concepts and ideas (so-called event files). "Features of concepts" means that the relations are not directly made between concepts but through features and one concept is represented by many independent features. "Adaptive" implies the weighting of possible features according to different situations so that the contributions of different features vary to adapt to the current situation. This unitary creative model is believed to be more integrative and complete than earlier models such as the dual-process model\cite{5}.

On the practical end, however, to the best of my knowledge, few relational models have been built in an artificial machine with an "end-to-end" learning fashion (which is largely adopted in the field of machine learning due to cheap data). Some previous studies did model the features of concepts and relations between them. Olecteanu et al.\cite{6} used an "Object Replacement and Composition" system, in which the features of an object seem to have to be manually decided and contain a limited number of objects. This approach makes the dataset accurate and human-understandable, however, as they pointed out, the system needs a larger dataset or a different approach to build the feature space in order to perform on a larger scope. In another creative machine\cite{5}, features of an image object are extracted directly based on color and texture information. Although this approach avoided manually building datasets, it took the risk of losing
much information, for example, distribution of color, shape and deeper meaning of the image. These issues revealed the need for a more general method to efficiently acquire more comprehensive features and relations.

How to efficiently extract features from raw data and build relations between them in an artificial system? The development of neural networks makes it possible to extract various kinds of useful information from big data. In particular, Self-organizing Map[7], Restricted Boltzmann Machine[8] and Autoencoder[9][10] are typical for dimensionality reduction. The reduced dimensions represent compressed information about the original data. Since it is representative, this compressed information, in a way, can be understood as features of the original data.

Assuming that these features are of the same nature as those proposed by[3][4][5][6], the problem is stated as follows: Given two domains $X$ and $Y$, we extract features from points in these domains into feature spaces $Z_X$ and $Z_Y$. This problem is how to find various mapping functions to map $Z_X$ onto $Z_Y$ so that different mapping functions are selected under different situations. Many previous researches [5] [6] [11] [12] can only find a single mapping function because it relies on some level of equality between the feature vectors. For example, a red, thick T-shirt should be mapped to red, thick trousers. However, humans do not only relate two things by their equalities. For example, we might think a red, thin T-shirt makes good pairs with blue, thick trousers because of influence of fashion trends or because they are similarly rare in their domains. To find multiple mapping functions I propose two criterias. First, if humans experience two things together for several times, they may naturally connect them. So if anteriorly experienced pairs from $X$ and $Y$ are provided, a mapping function should map their feature vectors together. This criteria is named: Anteriorly experienced mapping. Second, similar objects in domain $X$ should be mapped to similar objects in domain $Y$, while much dissimilar objects in $X$ should be mapped to much dissimilar objects in $Y$. This criteria is named: Topology mapping.

While [11] [13] can already learn non-deterministic mappings between domains, they still cannot learn different mappings based on different criterias, rather the mapped data points are selected based on statistic distributions. This research intends to build adaptive mappings between domains that are subject to (simulated) environmental or mindset changes. This research serves as a computational model for the recent creativity theories. It aims to make contributions to bridging the cognitive theory that creativity is facilitated by making connections between features of concept [3] and the computational applications that make connections between domains of data. If it is possible to build a model that can efficiently construct features and relations from raw data, on one hand, researches on implementing cognition inspired creative models in artificial machines, like [6] and [5], may have a powerful alternative to build computational models and result in having a better understanding of the cognitive models. On the other hand, pure statistic-driven computational applications could get theoretical inspirations and be more creative.

The rest of the paper is organized as follows. First, related work regarding the use of features in computational creativity theories and its relevance in computational technologies is introduced in section 2. The methodology and framework of the Cross-Domain Mapping Network (CDMN) are described in section 3. In section 4 the experiments regarding the effectiveness and creative behaviours of CDMN is carried out. Finally, conclusion is provided in section 5.

## 2 Related Work

This section is divided into 4 parts. First, the recent trend of considering feature in creative cognition, specifically, feature encoding and connection, is introduced in section 2.1. Machine learning methods for feature encoding are briefly described in section 2.2. In section 2.3 methods for feature connection are recognized in the field of machine learning, specifically, image-to-image mapping networks. Recent attempts to generalize these methods for multi-modalities (audio, image, video) are shown in section 2.4.
2.1 Features and Computational Creativity

A feature set of a concept is distributed representations of a concept. The "distributed" means such a feature set are fully representative of this concept on a certain level of importance. Feature extractions and feature connections have an important role in the theory of computational creativities. Since a distinction was made between convergent thinking and divergent thinking[14], the studies of both thinking processes gradually revealed the role of features in creative thinking.

Divergent thinking is to generate creative ideas or solving problems creatively by exploring many possible solutions. It is identified to be associative [15][16] such that items stored in memory are associated or combined under a specific context[17]. Kenett et al.[18] found that highly creative individuals find stronger links between different components that have similar features, and are able to move further through the (semantic) network within a limited number of associations. To understand the mechanism of divergent thinking, Olteanu et al.[6] pointed out that if we store all associations between items in our memory, the combinatorial explosion will occur since everything could be potentially associated with anything else. To explain this, a model is built, consisting of three levels: problem template level, concept level and feature level. All concepts and objects are encoded in the memory with their features and the replacement of an object or concept is done by finding correlated features of different objects under a different context. For example, a DVD spindle case can be seen as a cup because they are both concave and can contain water. However, as pointed out in section 1, the implementation of such a model is inefficient because it requires to manually encode concepts into features.

Convergent thinking is to give a single best solution to a well-defined question. It is characterised by the Remote Associate Test (RAT)[19], in which three words are given and a fourth word needs to be found that can be combined with each of the three words. Some RAT solvers [20][21] and RAT problem generator[22] was developed with associations of word pairs modelled in the concept level. Although a feature level is not implemented in these models, it is important to notice that it is essential to avoid the combinatorial explosion in a realistic setting. Indeed, a biological spiking neuron model of RAT[23] suggests that words are stored by distributed representations[24][25]. That means a semantic concept is represented by a number of neurons, and each neuron participates in the representation of a number of concepts. This does not necessarily lead to the statement that the neurons operate at a feature level, but it indicates the similarities between such representations and the so-called features: a concept has a number of features and one feature is usually related to a number of concepts.

Both divergent and convergent thinkings are modelled explicitly in a dual-process computational painter by Augello et al[5]. This painter is based on the MicroPsi cognitive architecture[26] and replaces local parts of an image with novel substitutes. With features of images and image details stored in the memory, the divergent process finds associations between features while the convergent process controls the directions of and evaluates the associations. Besides the technique limitation that only color and texture features are used, such dual-process models are increasingly criticized because the outcomes of divergent and convergent processes are often hard to distinguish and outcomes of each process rely on some extent of the interplay between these two processes[3].

Seeing the separation and conflict between divergent and convergent thinkings as well as the importance of features to model creativity, Hommel et al.[4] and Merken et al.[3] proposed three essential ingredients for a unitary model for creative behaviour:

1. Distributed representation of objects or concepts
2. Contextualization of representations
3. Individual differences

In other words, concepts are represented completely by distributed features such that a concept can be reconstructed by the features. Creative behaviours are facilitated by the interplay between features of different concepts. To achieve a degree of flexibility, under a different context, different connections between features are activated. The ability of contextualization also decides if an individual is more or less creative.
In this paper, I identify two processes from Merken’s unitary model: (1) The encoding of distributed features (2) Flexible connections between features to facilitate contextualization and individual differences. In the remaining of this section, creative computational applications are reviewed by the extent to which they have realised these two processes. Along with these two processes, three criterias are proposed to evaluate a creative model: (1) Features are distributed and representative (2) The connections are flexible under different circumstances (3) Individual differences (flexible and persistent) can be modelled.

2.2 Encoding and Decoding Features

Although the importance of features is identified, the computational creativity community still does not have many reliable and automatic ways to encode (extract) features from concepts. Previous programs either involve manual encoding[6] or the encoded features are not well-distributed (a concept cannot be fully represented by its feature set)[5]. Fortunately, in the field of Neural Network, methods have been developed to encode features from raw data, including Restricted Boltzmann Machine[8] and Autoencoder[9][10]. Autoencoder has many variations that have different focus and deal with different type of data, for example, Denoising Autoencoder[27], Sparse Autoencoder[28], Contractive Autoencoder[29] and LSTM Autoencoder[30]. One may think that the features encoded by an autoencoder are just numbers and thus are of different nature as "color", "shape" or "texture". However, as we discussed in sub-section2.1, what makes features crucial is not whether they are abstract numbers, activation of neurons or concrete attributes but they serve as a set of distributed representations of a concept or an object. The encode-decode process of an autoencoder ensures the encoded features are fully representative of the input data.

One limitation of Autoencoder is that the encoded features are data-specific. For example, given a dataset of cups, the features will only capture the difference between a white cup and a blue cup, but never a white cup and a DVD spindle case. To have "concave" encoded in the features of cups and spindle cases, the dataset has to include many other objects besides cups and spindle cases so that "concave or not" becomes a significant attribute. Because of this, instead of the creative problem solving (as in [5] and [6]): seeing A as B, this paper will focus on creating B from A, which is also believed by Boden[31] to be combinatorial creativity and may also fall into the scope of exploratory creativity.

To achieve this the model needs not only "decode" the input back from the features, but also "generate" new data from arbitrarily given features. Such model is called generative model, for example, restricted Boltzmann machine [32] and variational autoencoder (VAE) [33]. These early methods have the problem that the generated data points tend to lose high-frequency features. In terms of image generating, the outputs are usually blurry [34]. After the invention of adversarial training [35], many are able to generate photo-realistic images [36][37][38], videos [39] and music [40]. Although typical adversarial generative networks do not require an encoded feature space, it is possible to construct such feature space with an adversarial autoencoder [12].

2.3 Feature Connection

Many newest studies in the field of Domain Mapping Network (DMN) have already achieved the process of feature encoding and connection to some extent. However, because this field, derived from the field of Neural Network, has hardly been compared to creativity theory, such relevance is hardly mentioned or even realised. In section 2.2 I identified the relevance of Neural Network in the encoding of features. Next, the relevance of DMN in the connecting of features will be identified.

DMN has constantly been studied in image-to-image translation. Early works [41][36][42][43], even though having the encode-decode structure in their generators, do not perform any manipulations on the encoded features, rather just encode features from an image from domain A and then directly decodes these features to generate an image in domain B. Some successors, including [13] and [44], found that having features as a condition enhanced the performance of the network. The key idea is that the features need to be consistent. That is, if an image b is generated from image a and we
encode $b$ again it should have the same features as $a$. However, in these methods, feature sets do not directly interact with each other. In other words, features from different domains are not explicitly connected.

It were Liu et al.\cite{12} who proposed the "shared latent space assumption". Domain A and domain B have the same encoded feature space, so that the encoded features of image $a$, if fed into the decoder of domain A, will give back $a$ and if fed into the decoder of domain B, will give back a new image $b$. It was the first work to model explicitly the connection of features, although this connection is simply features of $a = \text{features of } b$ and there is no flexibility of such connections. Huang et al. \cite{11} proposed an improvement of this model by adding a "not shared feature space" along with the "shared feature space". Although this gives some degree of flexibility of connections, it implies that some features are always connected and other features are never connected. While true flexibility is deciding which features are relevant to the context and should be connected adaptively. This paper will make an attempt to implement such flexibility.

2.4 Cross-modal Temporal Data Generation

A universal creativity model should be able to apply to data with different modality, rather than only image-to-image translation. The problem becomes more tricky if the domains are temporal data (etc. video, music) or require cross-modal (audio to visual, visual to audio) mapping. Two state-of-art music-to-music\cite{45} and video-to-video\cite{46} networks achieved good accuracy in their fields. However, their networks were specifically designed for their modalities which made it hard to generalize them to other modalities. Mor et al.\cite{45} used the WaveNet structure\cite{47}, which takes music samples from all previous steps as input. If to be used with videos, WaveNet will post extreme demands on computational and memory requirements to process the complete previous video sequence. Wang et al.\cite{46} used a network that takes several previous frames as input. However, to recognize the tempo and rhythm of audio or music, it needs to take tens or even hundreds of frames as input, which is also very expensive.

A few recent researches \cite{48,49,50} focused on audio-to-image translation. These networks take the full audio piece as input, which means the audio is not treated as temporal data. However, for humans, we do not need to listen to the audio from the beginning to the end to start some visual imagination in our brain. Besides, it is more common to perceive constantly changing visuals with audio\cite{51} or generate video with audio. Face generation from speech\cite{52,53} and speech generation from silent video\cite{54} can be defined as cross-modal temporal data generator. Different than these papers that focus on translation between face and speech, this work will focus on a more general situation: audio-video translation. Audio-video translation, together with image-image translation, will show that this Feature-Encoding-Feature-Connection model is general enough for different modalities.

3 Method

The two steps of creative cognition: Feature encoding and flexible feature connection, as we identified, are implemented in a computer program, called cross-domain mapping network, to show that such creative model can be described computationally. For feature connection, the implementation used mapping functions, as described in sub-section 3.1. For feature encoding and decoding, adversarial autoencoder networks are used and are described in sub-section 3.2. Most of these networks are specially designed for image data, expect the ones discussed in section 3.2.3, which is designed for temporal data. However, the principled methodology should be suitable for other kinds of data as well.

3.1 Mapping Functions

A mapping function is, in principle, a function that translates each data point $z_x$ in feature space $Z_X$ to a data point $z_{x\rightarrow y}$ in feature space $Z_Y$: $z_{x\rightarrow y} = m(z_x)$. Since, usually, there are infinite points in a feature space, the number of mapping functions are infinite. To attack this problem I first cluster $Z_X$ and $Z_Y$ into $n_X$ and $n_Y$ clusters and mapping
functions map clusters together. Thus a mapping function from $Z_X$ to $Z_Y$ explore within the finite possibilities of size $(n_X)^n_Y$.

However much information could be lost if the feature vector only carries clustering information. To overcome this, a feature vector $z_x$ is separated into two vectors, a cluster vector $c_x$ in a finite space (a space that has finite points) and a vector carrying other detail information $v_x$ in an infinite space. Next, the feature extraction function $E_X$ is defined:

$$c_x, v_x = E_X(x)$$

Similarly we have $E_Y$. While there are $(n_X)^n_Y$ possible mappings from cluster vector space of $X$ to cluster vector space of $Y$, $v_x$ is passed unchanged: $v_{x\rightarrow y} = v_x$, just like [12]. The relation between $c_x$ and $v_x$ can be understood using figure[2] While $c_x$ defines the center of a cluster in the space, $v_x$ is a small vector deviating from this center. With number of clusters $n_x = n_y = 1$, this model is identical as the share latent space assumption proposed by [12]. With $n_x \rightarrow \infty$, $n_y \rightarrow \infty$ and $v \rightarrow 0$, in theory it is possible to find any arbitrary mapping functions. The whole process of mapping a data point $x$ to domain $Y$ is:

$$c_x, v_x = E_X(x)$$
$$c_{x\rightarrow y} = m(c_x)$$
$$y = G_Y(c_{x\rightarrow y}, v_x)$$

Here $G_Y$ is a function that decode a feature vector back into the domain $Y$: $\hat{y} = G_Y(E_Y(y))$ where $\hat{y} \approx y$.
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Figure 1: Relation between $c$ and $v$ and how the mapping function work

I use the help of two criteria: anteriorly experienced mapping and topology mapping, as mentioned in section[1] to find good mapping functions. First, when anteriorly experienced pairs are present: $\{(x_{1}, y_{1}), ...., (x_{nn}, y_{nn})\}$, assuming that $c_x, v_{x_i} = E_X(x_i)$, we get the paired clusters:

$$PC = \{(c_x, c_y) \quad i = 1, 2, ...., nn\}$$

Then, the loss of a mapping function can be measured by how good it matches $PC$:

$$\mathcal{L}_{pair} = \sum_{i=1}^{nn} w_i \ast eval(m(c_x), c_y)$$
Where \( \text{eval}(m(c_x), c_y) \) returns 0 if \( m(c_x) = c_y \), 1 otherwise. \( w_i \) is a weight assigned to each instance. By altering the weights \( \{w_i, \quad i = \{1, 2, \ldots, mn\}\} \), each pair can have a different importance.

Second, when topology mapping is used, I first assume that the topology is preserved with the feature extraction functions \( E_X \) and \( E_Y \) so similar objects have small distance in feature space. The loss function measures how good a mapping function \( m \) preserve the distance between clusters of \( x \):

\[
L_{\text{topo}} = \sum_{i=1}^{n_x} \sum_{j=1}^{n_x} (d(c_x^i, c_x^j) - d(m(c_x^i), m(c_x^j)))^2
\]

where \( c_x^i \) represents the \( i \)-th cluster of the total \( n_X \) clusters and \( d(c_x^i, c_x^j) \in [0, 1] \) is the normalized Euclidean distance between \( c_x^i \) and \( c_x^j \). \( L_{\text{topo}} \) is called stress function in Multidimensional scaling.

Given the weights \( w_{\text{topo}} \), the overall loss to be minimize is:

\[
L_{\text{map}} = L_{\text{pair}} + w_{\text{topo}}L_{\text{topo}}
\]

An algorithm to find good solutions of \( L_{\text{map}} \) is subject to the criteria (see section 2.1): the mapping functions should be able to model individual differences. In this paper genetic algorithms are used because many design choices of them can facilitate the model of flexible and persistent (explorative and exploitative) individuals.

### 3.2 Network for Feature Encoding

The functions \( E_X, G_X, E_Y, G_Y \) are learned by a neural network. We assume that \( c_x, v_x, c_y, v_y \) are of the same dimensionality. Furthermore, \( c_x, c_y \) can be represented by one-hot vectors \( h_x, h_y \):

\[
c_x = H_X(h_x), \quad c_y = H_Y(h_y), \quad h_x \in \{0, 1\}^{n_x}, h_y \in \{0, 1\}^{n_y}, \|h_x\|_2 = \|h_y\|_2 = 1
\]

We update \( E_X \) so that: \( h_x, v_x = E_X(x) \) and update \( m \) so that \( h_x \rightarrow y = m(h_x) \) (which does not change the functionality of \( E_X \) and \( m \)). The same change is also made to \( E_Y \). Makhzani et al. [55] have shown that this way it is possible for the encoder to learn one-hot vectors representing clustering information.

The complete structure of the network is shown in figure 2. The network has two functions. When passing \( c_x, v_x \) to \( G_X \), it is an autoencoder to reconstruct \( x \), when passing \( H_Y(m(h_x)) \), \( v_x \) to \( G_Y \), it is a mapping network. For networks \( E \) and \( G \), similar structures to [12] are used. \( E \) consists of only convolutional layers except the last layer to get \( h \), which is fully connected. \( G \) consists of only convolutional layers and \( H \) is a fully connected layer.

#### 3.2.1 Training for Autoencoding

The two autoencoder structures are trained independently. For autoencoder \( (E_X, H_X, G_X) \), we want the reconstructions \( \hat{x} \) to be as similar as to the input \( x \). Here L1 loss is used:

\[
L_{\text{recon}}^x = \mathbb{E}_{x \sim p(x)}[\|x - \hat{x}\|_1]
\]

where \( \hat{x} = G_X(H_X(h_x), v_x) \) and \( h_x, v_x = E_X(x) \). \( v_x \) and \( v_y \) need to follow the same distribution for the mapping to work. We let them both follow distribution \( N(0, I) \) where \( I \) is the identity matrix. This is done by using VAE structure [33] that uses KL-divergence loss:

\[
L_{\text{KL}}^x = KL(E_X(x)[1]||N(0, I))
\]

where \( E_X(x)[1] = v_x \) and \( h_x \) is expected to be a one-hot vector representing unsupervised clustering information. Adversarial training is used with a discriminator \( D_X \) that tries to tell \( h_x \) from a random real one-hot vector \( h_{\text{real}} \) of the
same dimensionality:
\[
L^x_{\text{adv}} = \mathbb{E}_{x \sim p(x)}[\log(1 - D_X(E_X(x)[0]))] + \mathbb{E}_{h_{\text{real}} \sim \text{cat}(n_x)}[\log(D_X(h_{\text{real}}))]
\]

where \(E_X(x)[0] = h_x\) and \(\text{cat}(n_x)\) is the distribution of all one-hot vectors with dimensionality \(n_x\). It is also intuitive to make sure that any different cluster \(c_x\) has a distance from each other, so there is no overlap, like in figure 1. However, experiments in section 4 indicate that there is no effect in doing so. So here I do not present the loss to keep different clusters at a distance. An illustration of the training process is shown in figure 3.

Similarly, the loss functions for \(y\) are:
\[
\begin{align*}
L^y_{\text{recon}} &= \mathbb{E}_{y \sim p(y)}[\|y - \hat{y}\|_1] \\
L^y_{\text{KL}} &= KL(E_Y(y)[1]||N(0, I)) \\
L^y_{\text{adv}} &= \mathbb{E}_{y \sim p(y)}[\log(1 - D_Y(E_Y(y)[0]))] + \mathbb{E}_{h_{\text{real}} \sim \text{cat}(n_y)}[\log(D_Y(h_{\text{real}}))]
\end{align*}
\]

The total loss is then:
\[
\mathcal{L}_{\text{total}} = \min_{E_X, E_Y, H_X, H_Y, G_X, G_Y} \max_{D_X, D_Y} \mathcal{L}^x_{\text{recon}} + \mathcal{L}^y_{\text{recon}} + w_{\text{kl}} \cdot (\mathcal{L}^x_{\text{KL}} + \mathcal{L}^y_{\text{KL}}) + w_{\text{adv}} \cdot (\mathcal{L}^x_{\text{adv}} + \mathcal{L}^y_{\text{adv}})
\]

### 3.2.2 Training for Mapping

There are two disadvantages if the network is only trained with \(\mathcal{L}_{\text{total}}\). First, even though \(L_{\text{KL}}\) penalize \(v_x, v_y\) that do not follow Gaussian distribution, they tend to deviate from Gaussian distribution, especially in high dimensional space. This leads to the empirical observation that \(v_x\) and \(v_y\) follow different distribution and a mapping \(G_Y(c_y, v_x)\) will only generate a noise output. Second, the clustering has strong bias. That is, there could be one cluster with half of the training set put into it and half of the clusters empty. To overcome these, a joint training process is designed. With \(v_x\) and a random vector \(h^r_y\), \(G_Y(H_Y(h^r_y), v_x)\) learns to generate a realistic image with the help of a discriminator \(D^img_Y\).
for generated outputs:

\[ L^y_{GAN} = \mathbb{E}_{x \sim p(x), h_y \sim \text{cat}(n_y)}[\log (1 - D_{img}^Y(G_Y(H_Y(h_y) + E_X(x))[1]))] + \mathbb{E}_{y \sim p(y)}[\log (D_{img}^Y(y))] \]

This makes sure that \( G_Y \) learns the distribution of \( v_x \) and also the full distribution \( h_y \). As several image-to-image translation networks suggested\(^{[43][12][13]}\), cycle consistence loss is also used:

\[ L^y_{cyc} = \mathbb{E}_{x \sim p(x), h_y \sim \text{cat}(n_y)}[||v_x, h_y - E_Y(G_Y(H_Y(h_y) + v_x))||_1] \]

where \( v_x = E_X(x)[1] \). An illustration of these process can be found in figure 4.

Similarly, the loss for \( y \to x \) is:

\[ L^x_{GAN} = \mathbb{E}_{y \sim p(y), h_x \sim \text{cat}(m)}[\log (1 - D_{img}^X(G_X(H_X(h_x) + E_Y(y))[1]))] + \mathbb{E}_{x \sim p(x)}[\log (D_{img}^X(x))] \]

\[ L^x_{cyc} = \mathbb{E}_{y \sim p(y), h_x \sim \text{cat}(n_x)}[||v_y, h_x - E_X(G_X(H_X(h_x) + v_y))||_1] \]

The total loss is:

\[ L_{total} = \min_{E_X, E_Y, H_X, H_Y, G_X, G_Y} \max_{D_{img}^X, D_{img}^Y} \min_{L_{GAN}} \min_{L_{cyc}} \left( L_{GAN}^x + L_{GAN}^y \right) + \min_{L_{cyc}} \left( L_{cyc}^x + L_{cyc}^y \right) \]

During the training process, the network is trained on \( L_{total}^x \) and \( L_{total}^y \) iteratively.

### 3.2.3 Network for Cross-Modal Temporal Data

Besides the uni-modal image-to-image translation tasks, a creative model should also be able to solve cross-modal non-static (temporal) translation tasks. Such tasks post more restrictions on the autoencoder networks. A variant of
Figure 4: Network structure at training for mapping loss

the network shown in figure 2 is specially designed for audio-to-video translation. In this new version of the network, the functions $E_X$, $E_Y$, $H_X$, $H_Y$ remain the same. Differences lays in $G_X$ and $G_Y$ where the layers which were all convolutional are replaced by LSTM convolutional blocks\cite{56} and the new functions are named $G^m_X$ and $G^m_Y$.

$$\hat{x}, mem^{t+1}_x = G^m_X(c_x, v_x, mem^t_x)$$

where $mem^t_x$ is the memory of the network $G^m_X$ at time $t$. At the beginning of each sequence, an empty memory $mem^0_x$ is fed into the network. An illustration of this network is shown in figure 5. Compared to other methods mentioned in section 2.4, the advantages of this network are: (1) LSTM blocks are able to "remember" data traced deep in the history with acceptable computational cost. This enable the recognition of tempo and rhythm of music; (2) This process of memorizing is believed to have some similarity to humans’ memory process; (3) The features of a frame should be independent from recent frames. So instead of getting a feature set of a sequence of frames, the network get a feature set of one frame at a time.

4 Experiments

This section is divided into two parts. First, in section 4.1, the configurations and technical properties of the model is studied. Then, in section 4.2 scenarios are provided to study the model’s human-like creative behaviour. To simplify to problem, throughout this section, there is no overlapping between mappings (two cluster of $x$ cannot be mapped to the same cluster of $y$).

4.1 Performance Analysis

This section consist of studies of the configurations and technical properties of: (1) image-to-image mapping model in section 4.1.1 (2) music-to-video mapping model in section 4.1.2

4.1.1 Image-to-image Mapping

In this section, the performance of the network is evaluated, fist quantitatively, then qualitatively.
Quantitative Results

First, several sets of hyperparameters are evaluated. Several metrics are used for quantitative measurement. (1) The size of clusters is preferred to be balanced. Thus the standard deviation of the size of clusters is to be minimized ($e_1$); (2) Input images that are put into one cluster need to be similar with each others. Thus the mean of perceptual similarity $e_2$; (3) It is noticed that when the cluster $c$ is fixed and $v$ varies, sometimes the network generates images that are almost identical. This means $v$ does not carry valid information. To avoid this, fed with random $v$, generated images from the same cluster should be diverse. Thus the reciprocal of the mean of Euclidean distance between generated images is to be minimized ($e_3$).

The evaluation is performed using a clothing dataset from [58]. Blouses are used for domain $X$, trousers and skirt are used for domain $Y$, each image is cut by a window that only contains the piece of clothing and resized to 64*64. Batch normalization is used throughout the encoders, as it is believed to be crucial for clustering. Number of clusters $n_x = n_y = 50$. Tuned parameters are: weights of losses, whether or not to use layer normalization (LN) in decoders, different target distribution of $v$ and whether or not to spatially separate clusters. Here separated clusters mean that the distances between cluster centers are controlled so that there is no overlap between clusters. Suppose $v \sim N(0, I), v \in \mathbb{R}^d$ and $d$ is a large number, the distance between $v$ and $0$ is approximately $\|v - 0\|_2 = \sqrt{d}$. Thus the cluster centers are controlled:

$$\|H_X(h_x^i) - H_X(h_x^j)\|_2 > 2 \sqrt{d} \quad \forall h_x^i, h_x^j, h_x^i \neq h_x^j$$

Similarly for $h_y$.

The results for several sets of hyperparameters are shown in table 1. Besides, it is also observed that using $N(0, 0.1 * I)$ and layer normalization greatly speed up the training. The effect of the separation of clusters is unclear. Since set 5 dominates set 9 with no separation, but set 1 also dominates set 8 with separation. LN and distribution of $N(0, I * 0.1)$ seem to achieve overall good results.

Then the first five set that forms the Pareto front are measured qualitatively and the results are shown in figure 6. Ideally, a generated image should share several important features with the input top image (color, shape) and it should not be too similar to other generated images from the same cluster. We can see although set 4 has the lowest $e_2$, the generated images hardly resemble inputs. While set 2 and set 5 cluster using more colors features, set 3 focuses more on the
Table 1: quantitative results with different sets of hyperparameters. $e_1$: error for balanced cluster sizes to be minimized. $e_2$: error for input variety to be minimized. $e_3$: error for output diversity to be minimized. Sets 1-5 form the Pareto front shapes. Also, although $e_3$ of set 5 is significantly lower than sets 2 and 3, perceptually their in-cluster varieties are about the same. In the following of this paper, if not specified, the hyperparameters of set 3 will be used. This choice is made mostly arbitrarily because none of the hyperparameter sets can be said to be superior than the rest from figure 6.

![Hyperparameter sets](image)

Figure 6: Comparison of 5 sets of the Pareto front (sets 1-5 from table 1). This is a matrix where $v_y$ is extracted from the top row and $h_x$ is extracted from the leftmost column. Each element except these two lines are generated by $G_x$ from the corresponding $v_y$ and $h_x$.

Qualitative results

First, the clustering property of the model is shown. Randomly selected test images from the same clusters are shown in figure 7 as well as the cluster center. If input is $x$, and reconstruction is $G_x(c_x + v_x)$, then cluster center is defined as $G_x(c_x + 0)$. It is noticed that more than half of the clusters are left empty.

A premise of the topology mapping method in section 3.1 to work is that the distance between clusters represents the similarity between the clusters, which is shown in the following. Here mnist dataset is used for both domain $X$ and $Y$ since it is easier to justify if two clusters of digits are similar to each other than some more complicated images. In
Figure 7: Random selected input that are put into the same clusters. Total number of clusters is 50.

Figure 8: Left: 5 randomly sampled images from the same cluster each row. Right: confusion matrix of normalized distances between clusters. The darker the color is, the closer the two clusters. Number of clusters is 16.

After identifying some key properties of the model, it is first tested on classical image-to-image translation datasets. These classical datasets are defined as that there is only one mapping rule that is human-interpretable. For example, in the edges2shoes dataset [43], it would only make sense to pair a shoe image with an edge image if the contour of the shoe image is the same as the edge image. Many researches [43] [12] [42] [11] have already achieved good results on these datasets. Here I show that my network is also capable of learning this single mapping rule.

In figure 9 the results in edges2shoes dataset are shown. The network is first trained to minimize $L_{\text{ae}}$ and $L_{\text{map}}$. Then, a single mapping function $m_{\text{deter}}$ is learned from paired data. We can see that it is able to generate shoe images.
that have similar contours as the edge images. However, it is also limited in two aspects: 1. The contours of inputs and outputs do not match as well as other state-of-art networks [12][42]. 2. Compared to ground truth images, the colors of the outputs are limited. This might indicate that the network is unable to encode enough information into the vector $v$.

![Figure 9: Edges to shoes dataset. Using prior pairs for mapping function](image)

Next, the network is tested on a novel task: generate top clothing from bottom clothing. This is the scenario where multiple mapping rules are needed, because different people, in different situations, have different rules of how clothing should be paired. Here two rules are tested: 1. topology mapping. 2. color matching. The goal is to evaluate the Cross-Domain Mapping Network (CDMN)'s adaptivity to different rules. Adaptation to topology mapping is expected to generate similar images of top clothing when given similar images of bottom clothing. While adaptation to color matching is expected to generate top clothing that has the same color as the provided bottom clothing. To create pair images for color matching, for each bottom image, a main color is extracted by K-mean and a top image with the closest main color is selected. Dataset created in such a way is arbitrary because any other property except the main color is selected at random.

In figure[10] the topology mapping is compared with UNIT[12] and the color matching is compared with Pix2pix[42]. Comparing the result from UNIT[12] and rule 1 (topology mapping) of CDMN, which are both unsupervised, we can see that while UNIT tend to find a top that always corresponds to a given bottom (opposite color, similar texture and shape), CDMN using topology mapping of finds a structural relation that similar inputs always result in similar outputs without the correspondence of color, texture and shape between inputs and outputs. For rule 2 (color matching), CDMN is able to connect several major colors. It is noticed that Pix2pix is more accurate in color matching. However, it is also important to notice that when the mapping rule changes (for example, find bottom clothing that always has darker color), pix2pix has to learn it from the beginning, while CDMN only needs to find a new mapping function.

![Figure 10: Comparison between outputs from different networks/ mapping functions.](image)
4.1.2 Music Visualization

In this section the model’s performance on music-to-video mapping is shown. In particular, I focus on video generation from music, but not the other direction. The reasons are, with knowledge of image generation, it is much easier to generate video than music and since the network is trained bidirectionally, even an unidirectional generation shows the model’s behaviour bidirectionally.

The music dataset used throughout this paper is a selection of the Million Song Dataset\[61\], with 100 songs of 30 seconds long each. For the video dataset, a script is used to generate jumping circles with 10 videos of 200 frames each (an example is shown in figure 11).

Figure 11: Ten successive frames of one video of the jumping circles dataset. The circles moving freely, do not collide with each other but get bounced at the boundaries. The ten videos consist of circles of different colors.

Quantitative Results

First, the impact of different hyperparameter sets is studied. I expect the behaviour of the music-to-video network to be similar to the image-to-image network, so good hyperparameter sets that are already studied in section 4.1.1 will be used directly (here the 3rd set from table 1 is used). Based on this, I further study different hyperparameters. First, there are two ways to feed music into the network. One way is to directly use raw data. The raw data is chopped by a window of a certain length and each chopped frame is fed into the network. The other way is to use Mel Frequency Cepstral Coefficient (MFCC) \[62\] to extract feature vectors from each music window of 40 ms and feed the features to the network. For the first way, impact of different window size is also tested. Second, the impact of cluster numbers \(n_x\) and \(n_y\) is tested. Third, I test the effect of different number of memory blocks. That is, I either use only LSTM-Conv blocks in the decoders (as in figure 5) or use one LSTM-Conv block in the end and normal convolutional layers for the rest.

Metric used for evaluation, besides \(e_1\), \(e_2\) and \(e_3\) as in section 4.1.1 is a video consistence error \(e_4\). Given a generated video sequence \(y = y_1, y_2, ..., y_n\), \(e_4\) is calculated: \(e_4 = \sum_{i=1}^{n-1} ||y_i - y_{i+1}||^2\). \(e_4\) is expected to be moderate (neither too large nor too small). A larger value implies that the video is less consistent, while a smaller value implies that the video is more static. However, the optimal value is not known. The result is shown in table 2.

<table>
<thead>
<tr>
<th>Set index</th>
<th>Window size (ms)</th>
<th>Cluster number</th>
<th>Decoder type</th>
<th>(e_1)</th>
<th>(e_2)</th>
<th>(e_3)</th>
<th>(e_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40 (MFCC)</td>
<td>10</td>
<td>1 LSTM</td>
<td>1.10</td>
<td>0.319</td>
<td>0.032</td>
<td>63.0</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>10</td>
<td>1 LSTM</td>
<td>1.51</td>
<td>0.340</td>
<td>0.042</td>
<td>34.5</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>10</td>
<td>1 LSTM</td>
<td>2.13</td>
<td>0.324</td>
<td>0.045</td>
<td>31.8</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>50</td>
<td>1 LSTM</td>
<td>0.83</td>
<td>0.314</td>
<td>0.211</td>
<td>12.2</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>50</td>
<td>full LSTM</td>
<td>0.88</td>
<td>0.319</td>
<td>0.281</td>
<td>1.7</td>
</tr>
<tr>
<td>6</td>
<td>80</td>
<td>50</td>
<td>full LSTM</td>
<td>0.82</td>
<td>0.290</td>
<td>0.346</td>
<td>16.9</td>
</tr>
<tr>
<td>7</td>
<td>160</td>
<td>50</td>
<td>1 LSTM</td>
<td>0.88</td>
<td>0.329</td>
<td>0.200</td>
<td>55.5</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>100</td>
<td>1 LSTM</td>
<td>0.57</td>
<td>0.329</td>
<td>0.436</td>
<td>13.1</td>
</tr>
<tr>
<td>9</td>
<td>80</td>
<td>100</td>
<td>full LSTM</td>
<td>0.51</td>
<td>0.309</td>
<td>0.637</td>
<td>3.1</td>
</tr>
</tbody>
</table>

Table 2: Quantitative results with different sets of hyperparameters. \(e_1\): error for balanced cluster sizes to be minimized. \(e_2\): error for input variety to be minimized. \(e_3\): error for output diversity to be minimized. \(e_4\): error for video consistence.

From table 2, comparing sets 4 with 5, 8 with 9, we can see that full LSTM-Conv blocks yield more consistent videos while only 1 LSTM-Conv block yields more diverge videos. Comparing sets 1 with 2 and 3, we can see that MFCC is generally superior than raw data in terms of \(e_1, e_2\) and \(e_3\) and also yields more diverse videos. Comparing sets 2 with 3,
4 with 7, we see that different sample rates only have a minor impact on the results. Compares sets 2 with 4, 6 with 9, 3 with 8, we see that having more clusters usually means smaller $e_1$ (more balanced cluster size) but worse $e_3$ (less diversity in cluster). Having more clusters usually also means more static output, with one exception: set 7, which yields the most diverse output for raw music input. It is also worth mentioning that the clustered input variety $e_2$ is more consistent through different hyperparameter sets (The worst set is only 15% worse than the best set on $e_2$, while for $e_1$ and $e_3$ they are 76% and 95% respectively).

**Qualitative Results**

It is important to notice that table 2 cannot capture full characteristics of different sets. Qualitative evaluation is a more direct method. Based on the above results, sets 1, 2, 5 and 7 are compared qualitatively with how much the generated videos match with the input music. Here for the mapping function, only topology mapping is used.

Figure 12 shows the outputs together with the input. A full music piece is fed into the network but here only a small part of 0.8 second in the middle is shown together with the outputs. All hyperparameter sets are unable to generate video that is reasonably similar to the training set but they are worth evaluating as visualization of music nonetheless. (Notice the following analysis may not be so clear with figure 12). The reader might want to watch the full music visualization piece at https://vimeo.com/368386488.) Set 1 with MFCC data type, although performing in general better than sets with raw data in $e_1$, $e_2$ and $e_3$, generates a video that is far too inconsistent. It is also difficult to find a pattern that correspond the music wave. Set 2 generates a green chunk in each image. This green chunk seems to expand a little each time the amplitude of the music gets higher. Set 5 also seems to perform a similar behaviour. But as indicated by a $e_4$ of only 1.7, the frames bare change much. The correspondence is most clear in Set 7. Focus on the blue part at the center-left of the frames (attached to the bigger green chunk), we see that it shrinks each time antecedent to the growth of the music amplitude. Then it expands after the peak of music wave passes.

Figure 12: Comparison between outputs from different set. The bottom raw is the sound wave of the music input. Each image in a row represents a frame with 40 ms interval.

By comparing these 4 sets, it is realized that this model is difficult to tune for a good video output in the sense that viewers can see patterns in the video that correspond with the music. This does not necessarily mean the model sometimes cannot find patterns in music, but means the patterns in output videos may be too subtle for the viewers to realize. How to define a good criteria for changes in videos to be not too subtle nor too dramatic so as to ease the hyperparameter tuning process remains a open question.
4.2 Creativity Evaluation

After having some knowledge of the performance of the model, the next important question is: how creative is this model? Using the criteria of section 2.1: (1) Features are distributed and representative; (2) The connections are flexible under different circumstances; (3) Individual differences (flexible and persistent) can be modelled, I evaluate the creative behaviour of the model. The first criteria can be proved with the characteristic of autoencoders: the encoded features are distributed and fully represent the input. Two tasks are designed based on the second and the third criteria respectively.

The first task focuses on the flexibility of the mappings, specifically, the model’s behaviour with environmental changes and mental changes. Imagine a scenario where a fashion designer has her own tastes based on many years of experience. Recently she watched a fashion show. Although she did not realize her style was changed a little bit by this fashion show. Then she got to know a new friend who is a famous fashion designer. She was impressed by his talent and wanted to mimic his style. Next, she found her style had been too similar to other designers and decided to do something completely different from the others (particularly, the fashion show and her designer friend) and have her own unique style. However, her old experiences and style are rooted and not very easy to change.

Can the model mimic such human-like behaviours? To make this scenario compatible with our artificial designer, it is first assumed that the designer’s job is, when providing a bottom clothing (image), she needs to create a top clothing (image). Her many-year experience can be represented by many pairs of tops and bottoms that she has seen (Guide set 1). The fashion show can also be represented by a set of pairs (Guide set 2). This new set likely has many conflicts with Guide set 1 but also brings some brand new pairs. The friend’s style is then defined as Guide set 3. Bottoms from all guide sets are randomly selected. The model first learns from Guide set 1. Since the set is unlikely to cover a person’s complete knowledge about clothing, never-referred-to clusters are mapped using topology mapping with a small weight.

To simplify the problem, it is also assumed that in each one of the three sets, each image belongs to a unique cluster. The loss to be minimized is:

\[ L_{map}^1 = L_{pair}^1 + w_{topo}L_{topo} \]

where \( L_{pair}^1 \) is the loss for matching Guide set 1 and \( w_{topo} = 0.1 \). All weights in \( L_{pair} \) is a random number in \([0.9, 1.1]\). Creation 1 is generated by minimizing \( L_{map}^1 \). The loss after learning Guide set 2 is:

\[ L_{map}^2 = L_{pair}^1 + L_{pair}^2 + w_{topo}L_{topo} \]

where all weights in \( L_{pair}^2 \) is a random number in \([0.8, 1.0]\). Creation 2 is generated by minimizing \( L_{map}^2 \). After learning Guide set 3:

\[ L_{map}^3 = L_{pair}^1 + L_{pair}^2 + L_{pair}^3 + w_{topo}L_{topo} \]

where all weights in \( L_{pair}^3 \) is a random number in \([2, 3]\). Creation 3 is generated by minimizing \( L_{map}^3 \). In the end, Guide set 2 and Guide set 3 are treated as negative guides:

\[ L_{map}^4 = L_{pair}^1 + L_{pair}^2 + L_{pair}^3 + w_{topo}L_{topo} \]

where all weights in \( L_{pair}^2 \) is a random number in \([-0.2, 0.1]\). Because Guide set 2 is learned in a more subconscious way, it is also hard to discard it. All weights in \( L_{pair}^3 \) is a random number in \([-3, -1]\) because this set can be discarded purposefully. Creation 4 is generated by minimizing \( L_{map}^4 \).

The result is shown in figure 13. Each pair in Guide set 1 is a top image in the second row and a bottom image of the first row in the same column. Creation 1 is the generations of the model after learning Guide set 1, given the bottoms from the same columns. It also includes the generation from a few never-before-seen bottoms. The same occurs for Guide set 2, Creation 2, Guide set 3, Creation 3. Creation 4 is after the discard of Guide set 2 and 3. We can see that Creation 1 matches well with the designer’s experience(Guide set 1). The involvement of Guide set 2, as expected, only directly changes a few generations (e.g. columns 5 and 8). However, this small impact may also change future creations. For example, in row 10, where Guide set 2 contains a pink-red top, after learning Guide set 3 which has no
impact on column 10, the artificial designer creates a red top. Creation 3 matches with Guide set 3 well. It is interesting to see that Creation 4 is similar but not identical to Creation 1. This implies that although the artificial designer does not consciously change the influence of its old experience (Guide set 1), its style is shifted slightly during the whole process. This experiment shows not only that the model is able to create flexible mapping functions under different circumstances, but also the fact that behaviours yielded from such flexibility are, in the author’s opinion, comparable to human behaviours.

Figure 13: guide sets and creations for flexibility evaluation. Each image of a top of a guide set is paired with the bottom at the same column. Each created image is based on the input bottom at the same column.

The second task evaluates the modelling of persistent and flexible individuals. While a persistent individual tends to find a single best solution, a flexible individual tends to explore for more possibilities, but maybe not as good. This difference can be modelled by the design choices of an evolutionary algorithm (EA). The phenotype is a vector \( a \) of length \( n \), and the \( o \)th element \( a^o = p \) means the \( o \)th cluster of \( c_x \) is mapped to the \( p \)th cluster of \( c_y \). A persistent individual is modelled by a special EA where the offsprings of a parent \( a \) are all vectors that have exactly two elements different from \( a \). The selection process chooses a single best individual from the parent and offsprings. A flexible individual is modelled by another EA where 30 offsprings are generated by mutation of 15 parents. The next generation is selected to be the best 15 offsprings. Thus the parents are discarded. To show the differences between these two types of individuals, the experiment is designed as follows: A first persistent individual learns a mapping function from topology mapping and passes his experience to a second individual. This experience is in the form of paired clusters (a better choice should be paired image frame and music frame, but the cycle-consistence loss \( L_{cyc} \) of the current state of CDMN is too large to do this). The second individual learns from both topology mapping and the experience. A third persistent individual then learns from topology mapping and the experience from the second individual. The same process is carried out for three flexible individuals.

The generated visual frames from the same music sample from six individuals are shown in figure 14. We can see that persistent individuals 2 and 3 cannot create something new beyond persistent individual 1. While flexible individuals 2 and 3 are not restricted by experiences. However, judged by \( L_{\text{topo}} \), later generations of flexible individuals does not necessarily improve over earlier generations. (319, 324 and 311 for individual 1, 2 and 3 respectively). Even though persistent individuals have a lower \( L_{\text{topo}} \) (272 for all individuals), visually it is hard to say if the persistent individuals find "better" mapping functions than the flexible individuals. (A video of these individuals can be found at https://vimeo.com/368390854). In fact, it is hard to say that an elaborated mapping function is better than a completely random mapping function!
Such difficulty implies that, although the model is able to observe differences in music frames, it fails to quantify such differences and carry quantified differences to the output of the model. For example, judging by a human, a music frame $x_1$ is believed to be different from both $x_2$ and $x_3$ and has more differences from $x_3$ than from $x_2$. The mappings found by the model are $x_1 \rightarrow y_1$, $x_2 \rightarrow y_2$ and $x_3 \rightarrow y_3$. A human is barely able to tell that $y_1$ is closer to $y_2$ than to $y_3$. There could be three reasons. First, although figure 8 shows that smaller distances between clusters imply similarities between them in a fairly simple case, with a more complex dataset the model may not be able to find such similarities. Second, the memory blocks may neutralize the similarities between clusters. Since the cluster indices of music frames usually follow a pattern of [1, 1, 1, 2, 1, 1, 3, 1, 1, 1] with each number implies a cluster, the changes to 2 and 3 are just to short and a lag of the memory blocks tend to ignore such changes. Third and the most profound, the nature of discretization and topology mapping make it hard to find a "good" mapping. Discretization makes an originally continuous space "either black or white", forces the grey space to fade out and thus the generations would be biased. While the one-dimensional topology mapping only takes Euclidean distance between clusters into account, meaning multi-dimensional relations between clusters are simplified (Does it make sense that a cluster of red jacks is closer to red T-shirt than to blue jacks?) However, at this point, discretization with topology mapping is the only method for mappings. Future work may want to improve from here.

5 Conclusion

This paper proposed a method for adaptive mappings and generations between domains: CDMN. CDMN encodes discretized cluster features and continuous individual features from one domain, maps these cluster features to cluster features of a second domain and finally generates (decodes) instances in the second domain from these features. Different from previous work, the separation between encoding-decoding functions and mapping functions is closer to human’s behaviour and enables the mapping functions to adapt to different situations. The use of mapping criteria based on topological distance and prior pairs helps CDMN to show some complex human-like behaviours.

This paper made an attempt to bridging creative cognition theory and machine learning applications. On one hand, while the literature of Generative Adversarial Networks(GAN) hardly refers itself as creative cognition models, by identifying the process of feature encoding and connecting, this paper locates GAN not only as a statistical model but also a cognitive model. As a GAN application, compared to previous work, this paper achieved a higher level of creativity in terms of better adaptivity and individuality. This implies a bright potential of bringing computers to the next level of creativity by embodying creative cognition theories. On the other hand, as a realization of computational creative theories, compared to previous work, this paper provides a highly automatic method with which the unary action control model with feature distribution and connection is shown to be applicable. It shows the possibilities
of using machine learning tools as a convenient and powerful method to build creative models and evaluate creative theories.

Possible future work is suggested in two directions. In the direction of applications, the limitation brought by discretization and topology mapping should be addressed. Although mathematically speaking, these methods are needed to enable the search for mapping functions, they limit the dimensionality of possible mapping functions. Besides naive methods like enlarging cluster numbers, smoothing the transition between clusters or multi-dimensional topology mappings, it is also possible to construct continuous feature space and design mapping functions conditional on feature space coordinates (instead of points in space). It is also not trivial to tune hyperparameters as more in-detail analysis can be performed with higher quality models. In the direction of theories, mapping rules used in this paper can arguably model somewhat but limited human-like behaviors. This is because the mapping rules proposed in this paper are ad-hoc, which is due to the fact that how mapping functions are controlled is not well-studied in cognitive psychology\[4\]. This paper addresses the importance of such studies to achieve closer-to-human level creativity.
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