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Abstract
The linkage tree genetic algorithm (LTGA) is a variation of a genetic algorithm which seeks to employ linkage information between variables to prevent disruption of good subsolutions with crossover. This thesis compares the performance of this algorithm to twelve other algorithms on certain pseudo-boolean problems. Empirical evaluation using the software IOHprofiler shows that the LTGA can perform very good on higher dimensional problems, but is easily outperformed by others when the dimension is low. Furthermore, a minimum population size for the LTGA of ~16 is suggested as the population sizes lower than 16 proved little use. Concluded lastly is that certain problem instances tested, Low Autocorrelation Binary Sequences (LABS), two instances of the Ising model (Torus and Triangular), and the Maximum Independent Vertex Set benefit from linkage information as the LTGA performed very good compared to other algorithms on these.
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1 Introduction

Many problems in science can be translated to *pseudo-boolean problems*. These are functions which accept bit-strings – sequences of 0 and 1 with length $n$ – which output a real value representing the fitness value of a solution to the problem.

There are many algorithms proposed to search the gigantic space of these problems for the optimal solution. One of those algorithms is the Linkage Tree Genetic Algorithm proposed by D. Thierens in 2010 [1]. This variation of a genetic algorithm seeks to employ linkage information between solution candidates to improve the crossover operation. This will be explained in more detail in section 2.3.

There are many other algorithms with the same goal of finding the optimal solution $f(x)$ for pseudo-boolean problems. However it is not yet known how the LTGA compares to these. In this thesis the following research question is addressed: *How does a linkage learning genetic algorithm perform compared to other algorithms on pseudo-boolean problems*?. Answering this question would provide more insight in the applications of the algorithm.

To answer this question, we are using the software suite IOHprofiler, which allows us to compare any algorithm to a set of other algorithms already tested in the suite. It also allows for visualizations of the generated data.

1.1 Thesis overview

Section 2 seeks to provide more background information on the research conducted. In section 3 discusses related work on this topic. Section 4 gives more insight on the software used to answer our research question. Section 5 shows the setup of the experiments, including the setup of the LTGA, the compared algorithms and tested problem instances. The results are also presented in this section. Section 7 concludes the thesis, and section 8 discusses future research.

This bachelor thesis is supervised by Prof.dr. T.H.W. Bäck and F. Ye MSc at the Leiden Institute for Advanced Compute Science (LIACS).

2 Definitions

The Linkage Tree Genetic Algorithm (LTGA) is a genetic algorithm. This section will provide information on the problem domain and describes genetic algorithms in general, where they fall short and why the LTGA might be a solution to these limitations.

2.1 The problem domain

In this thesis we focus on *pseudo-boolean problems* [2], which are functions of the form

$$f : \{0, 1\}^n \rightarrow \mathbb{R}$$

where $n$ is a nonnegative integer. In words, we are looking at functions that take a bit-string as an input, and return a real number as output. $n$, the number of bits in the string, is called the *dimension* of the problem. A common, although trivial, but theoretically well understood test
problem is the OneMax function for example, defined as:

\[ \text{OneMax} : \{0,1\}^n \rightarrow [0..n], \; x \mapsto \sum_{i=1}^{n} x_i \]

OneMax counts the number of ones in a bit-string. For example, consider the bit-strings \( A = 00110010 \), \( B = 10000001 \) and \( C = 11111111 \). Using OneMax on dimension \( n = 8 \) results in \( \text{OneMax}(A) = 3 \), \( \text{OneMax}(B) = 2 \) and \( \text{OneMax}(C) = 8 \). OneMax is the best-studied benchmark problem \([3]\). We can easily see that the optimal solution is the bit-string where all bits equal to 1, like the bit-string \( C \). The algorithms tested do not know this however. Furthermore, there are many pseudo-boolean problems that are not this simple with huge search spaces. Genetic algorithms can be used to search the domain for good solutions.

2.2 Genetic algorithms

Genetic algorithms (GAs) are a type of evolutionary algorithms which are inspired by Charles Darwin’s theory on evolution in nature. It is based around the idea of a population, in which solution candidates (or chromosomes) reproduce offspring. Generally speaking there is a form of selection, based around the fitness of the candidate, to pick which candidates create the offspring. GAs also include a method of crossover which combines the genes of the parents, of which an example can be seen in 1. GAs can also include random mutation of offspring, which randomly modifies genes in offspring. This can be seen in figure 2. GAs are broadly used in optimization problems, as they can provide good solutions fairly quickly despite large search spaces. They can be used in many different sectors, a few examples being engineering \([4]\), planning problems like time-tables \([5]\) and efficient fitting of objects \([6]\).

Genetic algorithms, like any algorithm \([7]\), are not the solution to every problem. While able to find global optima, GAs tend to get attracted to local optima \([8]\). Another limitation is that genetic algorithms do nothing with linkage - they never learn which variables form important partial solutions. If genes are related in some way, genetic algorithms can throw this potentially useful information away with crossover or mutation. It could be useful to protect these links in some way to yield better results, which is why the Linkage Tree Genetic Algorithm was proposed.

![Figure 1: This image shows an example of single-point crossover, where the crossover point is chosen to be in the middle.](image-url)
2.2.1 Fitness and selection

Whether a candidate is a good one for selection is based on its fitness. This is a measure that scores the quality of a solution candidate. In this thesis we use 23 pseudo-Boolean function as fitness function and maximize the fitness.

There are many creative ways to select parents for recombination. Generally speaking, parents that have a good fitness score are more likely to be selected.

2.2.2 The algorithm

The structure of a genetic algorithm is of the following form, based on [9]:

Algorithm 1: Genetic Algorithm

1. Initialize a randomly generated population of $N$ $n$-bit chromosomes
2. Calculate fitness for every chromosome
3a. Select pair of parent chromosomes
3b. Perform crossover on selected parents with chance $p_c$. If no crossover is done, the children will be copies of the parents
3c. Mutate the two offspring on each gene with probability $p_m$ per bit (i.i.d.) and place them in the new population
3d. Go to 3a until the new population contains $N$ solutions
4. Replace old population with new population
5. If no exit condition is met, go to 2.
6. Return best found fitness

2.3 The Linkage Tree Genetic Algorithm

The Linkage Tree Genetic Algorithm [1] (LTGA) was introduced in 2010. The aim of this algorithm is to learn which variables form important subsolutions and protect these from being separated from each other by crossover. Mutation is absent from the LTGA to prevent subsolutions from being modified.

The LTGA uses hierarchical clustering to build a linkage tree bottom up, where every node is a cluster of problem variables. The hierarchical clustering algorithm uses a distance measure $D$ to perform the clustering. Next, two solution candidates in the population of size $N$ are chosen as parents. Then the linkage tree is traversed starting from the root so the traversal begins at the least dependent cluster. The clusters in the linkage tree are used as crossover masks to generate a new
offspring pair, which is described in section 2.3.3. The fitness of the parent pair and the offspring pair are compared, and when one of the children is better than both parents, the offspring pair replaces the parents. The traversal continues with this most fit pair. Once the traversal is complete, the single best solution found during the traversal is copied to the new generation. This process is repeated until a new generation of size $N$ is built. Then the process starts again.

2.3.1 Linkage and dependency

As mentioned earlier, the LTGA uses linkage information to determine which problem variables are used in crossover. Thierens describes linkage learning as learning which variables should be treated as a dependent set of variables. The degree of dependency between variables is measured using distance measure $D$ which is described in section 2.3.2. Higher distance between clusters means a lower dependency, and therefore also lower linkage.

2.3.2 Clustering

The clustering algorithm used in the LTGA uses a distance measure $D$ to calculate the distance between clusters. As we wanted to stick to Thierens’ implementation of the LTGA in [1], the same distance measure is used, defined as

$$D(X_1, X_2) = 2 - \frac{H(X_1) + H(X_2)}{H(X_1, X_2)}$$

where $H$ calculates the (joint) entropy. This is a normalized distance measure based on mutual information. Entropy $H$ is defined as:

$$H(X_k) = -\sum_i p_i(X_k) \log p_i(X_k)$$

where $X_k$ is a discrete, random variable with probability mass function $p(X_k)$.

The implementation incorporates a stack. Initially all $n$ single variable clusters are pushed onto the stack. Then the clustering algorithm iteratively joins the two nearest clusters, and also pushes these onto the stack. This results in a stack filled with $2n - 1$ clusters, where the top of the stack is the least dependent cluster. The traversal is done by simply popping the stack.

The algorithm to generate the hierarchical cluster tree of the problem variables is defined as follows in pseudocode [1]:

**Algorithm 2:** Hierarchical cluster tree

1. Compute the proximity matrix using distance metric $D$.
2. Assign each variable to a single cluster.
3. Repeat until one cluster is left:
   4. Join two nearest clusters $c_i$ and $c_j$ into $c_{ij}$.
   5. Remove $c_i$ and $c_j$ from the proximity matrix.
   6. Compute distance between $c_{ij}$ and all clusters.
   7. Add cluster $c_{ij}$ to the proximity matrix.
2.3.3 Crossover

Crossover in the LTGA is done with the cluster’s crossover mask. An example of this crossover can be seen in Figure 3. In this figure, the top two parent chromosomes are recombined. The bits at the places corresponding to the genes in the cluster \((x_2, x_5, x_7)\) are swapped between the offspring chromosomes.

![Figure 3: Example of crossover with a crossover mask from cluster \((x_2, x_5, x_7)\).](image)

2.3.4 The algorithm

The LTGA is described in pseudocode [1] as follows:

**Algorithm 3: Linkage Tree Genetic Algorithm**

1. Create initial population of size \(N\).
2. Repeat until stop criteria met:
3. Build the linkage tree using Algorithm 2.
4. Do for \(N\) solution pairs:
   5. Traverse one step in the linkage tree.
   6. Set crossover mask to the current clustering.
   7. Cross solution pair using the crossover mask.
   8. When one offspring is better than both parents:
      9. Replace parent pair with the offspring pair.
   10. If the tree is fully traversed:
       11. Copy best solution to next population.
12. Else, go to step 5.

The stop criteria that are used are:

- All individuals are identical
- The budget of function evaluations has run out.

3 Related Work

This thesis evaluates the performance of the LTGA proposed in *The linkage tree genetic algorithm* [1] by Dirk Thierens. Since then the LTGA has been used in various other works. This section discusses some other articles that relate to this thesis.
For example in [10] the usefulness of linkage learning is considered to solve MAX-SAT. A GOMEA (Gene-pool Optimal Mixing evolutionary algorithm) is a type of evolutionary algorithm that learns interdependencies between variables. Like in this thesis, the GOMEA instance used is the LTGA. In this paper, the performance is also compared to non-GOMEA based algorithms with positive results for the LTGA. It also shows that the performance of the LTGA in both a black-box and white-box setting.

Furthermore, in [11], enhancement techniques are proposed based on two GOMEAs, the LTGA and the MLNGA (Multi-scale Linkage Neighbors Genetic Algorithm). Combining their strengths, a new model is proposed; the Linkage Trees and Neighbors Genetic Algorithm. This new model is then compared to the two algorithms it is based upon with comparable or better results.

In this [12] paper, linkage learning is explored as a tool of solving multidimensional knapsack problems. Referring to the *No free lunch* theorem, linkage learning can not be the perfect solution for every problem. To evaluate linkage learning for the problem, the Linkage Learning Tree Algorithm was used. The article concludes that the Multidimensional Knapsack Problem does not have evident linkages.

### 4 IOHprofiler

The experiments that were performed were done using a specialized piece of software called IOHprofiler [13]. This software can be used to analyze and compare iterative optimization heuristics. IOHprofiler consists of two parts, IOHexperimenter and IOHanalyzer. IOHexperimenter can be used to generate data on the performance of a given algorithm written in C++, Python or R. This data can then be imported in IOHanalyzer, which can visualize the data in various interesting ways. The most used features from IOHanalyzer in this thesis are the *Expected runtime* and *Probability density function* features, which provided useful insights in the runtime and progression of the algorithm. IOHanalyzer is also able to load datasets from various repositories.

IOHanalyzer can be accessed at [http://iohprofiler.liacs.nl/](http://iohprofiler.liacs.nl/)

### 5 Experiments

To answer our research question, a number of experiments were performed. This section describes how these were set up, and the results of these experiments.

#### 5.1 Setup of the LTGA

##### 5.1.1 Population

Multiple population sizes were tested in the LTGA. The population size will be referred to as \( \lambda \). The sizes that were tested are of size \( \lambda = 2^n \), \( 2 \leq n \leq 8 \), resulting in population sizes of 4 to 256. In the experiments, population sizes are compared to each other, as well as various other algorithms. In the results the LTGA instances with different population sizes are referred to as `ltga_<populationsize>`, `ltga_128` for example for the LTGA with a population size of 128. The population is initialized randomly on every run.
5.1.2 Problem dimension

The dimensions that were tested are 16, 64 and 100. These dimensions were chosen as these are also tested on the other algorithms in the PBO-suite, so diverting from these dimensions would give issues with the comparison. The other algorithms are also run on a dimension of 625, but this was not done with the LTGA as the lower dimensions already gave a good idea of the performance of the algorithm.

5.1.3 Implementation

The LTGA was implemented in Python. The implementation used in this thesis was based around the source code which can be found at [14], and modified to be used with IOHexperimenter. Furthermore, the implementation was checked for errors and related to the original implementation in [1].

5.1.4 Budget

The algorithms run off of a budget, which is the number of function evaluations that can be done. Once the budget runs out, or any other exit condition is met, the algorithm stops. In the experiments a budget was chosen of 10000\(n\) where \(n\) equals the problem dimension. This value was chosen as this matches the results in the PBO dataset closely.

On each problem instance, the algorithm was run 11 times independently like the compared algorithms.

5.2 Problem instances

Every problem instance available (23 in total) has been evaluated by the LTGA. This section shows the problems briefly, of which the results are documented in section 6. For more information on the problem instances see [3].

- **F1, OneMax**: the problem described earlier in section 2.1. The problem OneMax asks to optimize the amount of 1’s in the bit-string.

- **F2, LeadingOnes**: the problem that seeks to maximize the number of initial ones at the start of the bit-string. The problem is formally defined in [3] as

  \[
  LO : \{0,1\}^n \rightarrow [0..n], x \mapsto \max \{ i \in [0..n] | \forall j \leq i : x_j = 1 \} = \sum_{i=1}^{n} \prod_{j=1}^{i} x_j
  \]

- **F18, Low Autocorrelation Binary Sequences**: LABS is a notoriously hard problem that seeks to maximize the merit factor. This merit factor is proportional to the reciprocal of the sequence’s autocorrelation, and when written as a pseudo-boolean function over \(\{0,1\}^n\), gives the following function [3]:

  \[
  F_{LABS}(\vec{x}) = \frac{n^2}{2 \sum_{k=1}^{n-1} (\sum_{i=1}^{n-k} x'_{i+k} x'_{i})^2} \text{ where } x'_i = 2x_i - 1
  \]
• **F19-21, The Ising model**: The Ising model is an NP-hard problem. The problem can be described as a graph, a lattice specifically, where each vertex represents an atom and edges represent bonds between other adjacent atoms. Each vertex can be in one of 2 states, $-1$ or $1$. Each edge $\langle i, j \rangle$ has a strength $J_{i,j}$. Neighbouring vertices $i$ and $j$, with states $\sigma_i$ and $\sigma_j$ respectively, contribute an amount of energy to the total amount of energy $H$, where $H$ is defined as

$$H(\sigma) = -\sum_{(i,j)} J_{i,j} \sigma_i \sigma_j$$

when ignoring external magnetic fields. The optimization problem is described as finding so-called ground states, which are minimal energy configurations. This is a hard combinatorial problem. IOHexperimenter has implementations of a 1D (Ring) problem, a 2D (Taurus) problem, and a triangular problem – defined on a 2D lattice. These are referred to as **F19**, **F20** and **F21** respectively.

• **F22, Maximum Independent Vertex Set (MIVS)**: An independent vertex set is defined as a subset $S$ of vertices of some graph $G$ where none of the vertices in $S$ are direct neighbours of each other. A maximum independent vertex set of $G$ is defined as the largest independent vertex set for that graph.

• **F23, The N-Queens problem**: The N-Queens problem is based on chess. Consider an $N \times N$ chessboard. The aim is to place $N$ queens on the board, so that none of the queens can attack any other queen. In IOHprofiler, this problem is implemented as a maximization problem.

### 5.3 Compared algorithms

The LTGA was compared with twelve other algorithms available in IOHexperimenter, as the results of these algorithms are available in the PBO dataset in IOHanalyzer. The algorithms are briefly summarized in this thesis. For more information on these algorithms, including pseudocode and background information, see [3]. These are the algorithms:

1. **gHC**: A greedy hillclimber algorithm, which flips a single bit each iteration, going through the string from left to right until any optimum is reached.

2. **RLS**: Randomized Local Search flips a random bit in each iteration.

3. **(1 + 1)EA>0**: an Evolutionary algorithm implementation with $\lambda = 1$. The algorithm is defined in [3].

4. **(1 + 10)EA>0**: Same as previous, but with $\lambda = 10$.

5. **fGA**: the Fast Genetic Algorithm, as proposed in [15].

6. **(1 + 10)EA_{r/2,2r}**: The two-rate EA uses two mutation rates every iteration, both with a parameter $r$. The mutation rates used are $r/2n$ for one half of the offspring, and $2r/n$ for the other. $r$ is updated after every iteration randomly, favoring the value used for the best offspring in $\lambda$. 
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7. \((1 + 10)\text{EA}_{\text{norm}}\): an evolutionary algorithm where the mutation strength is sampled from a normal distribution.

8. \((1 + 10)\text{EA}_{\text{var}}\): extension of the previous algorithm, where variance is also adapted.

9. \((1 + 10)\text{EA}_{\text{log-n}}\): an EA which uses a self-adaptive choice.

10. \((1 + (\lambda, \lambda))\text{GA}\): the self-adjusting \((1 + (\lambda, \lambda))\) genetic algorithm, where the population size \(\lambda\) is updated every iteration, including the mutation rate and crossover bias as these depend on population size.

11. \((30 + 30)\text{vGA}\): the ”Vanilla” genetic algorithm, using roulette-wheel-selection. There is a \(p_c = 0.37\) chance of 1-point crossover in this implementation, and the mutation operator flips every bit in an individual with probability \(p_m = 2/n\).

12. \text{UMDA}: The univariate marginal distribution algorithm, which represents the family of estimation of distribution algorithms (EDAs). This algorithm was introduced in [16]. In the tables and figures in the experiments, this algorithm is referred to as \text{EDA}.

6 Results

This section shows the results of the conducted experiments using tables and figures. Here are the definitions of the table headers:

- **ERT**: the expected runtime of the algorithm to reach the target value \(v\), taking failed runs into account that did not reach the target value. The lower the ERT, the faster the algorithm reaches the target value, so lower equals better. The formula for the ERT is:

\[
ERT(r, s, B, AHT) = \frac{r - s}{s} B + AHT
\]

where

- \(r\) is the number of independent runs of an algorithm.
- \(s\) is the number of succesful runs that reached target value \(v\). \(s \leq r\) is always true.
- \(B\) is the maximum budget of function evaluations.
- \(AHT\) is the average first hitting time of the successful runs \(s\).

- **Mean**: the mean runtime of the successful runs.
- **Median**: the median runtime of the successful runs.
- **sd**: Standard deviation of the runtime of the successful runs.
- **ps**: The percentage of runs that reached the target value.

As a lot of data has been generated, we have decided to only show results of functions where the performance of the LTGA was notably different from other algorithms. Also, only figures of dimension 100 are shown as these are the hardest tested problems.
6.1 LTGA vs Other algorithms

This section shows the comparisons made between the LTGA and other algorithms. The tables are ordered alphabetically by the algorithm names, with the LTGAs on the top. The best performing LTGA is highlighted, as is the best performing non-LTGA. The figures show a subset of the tested algorithms to reduce visual clutter. At least the best-performing LTGA and the best-performing non-LTGA are shown. Of the (1+10)EAs the best performing algorithm is shown if relevant. Furthermore, if other non-LTGAs perform similar to each other, only the best performing is shown. The figures are the results of dimension 100, as this is the most challenging dimension tested.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dimension = 16, Target = 16</th>
<th>Dimension = 64, Target = 64</th>
<th>Dimension = 100, Target = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1: OneMax</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm</td>
<td>mean</td>
<td>median</td>
<td>sd</td>
</tr>
<tr>
<td>ltga,4</td>
<td>173</td>
<td>147</td>
<td>69</td>
</tr>
<tr>
<td>ltga,8</td>
<td>511</td>
<td>517</td>
<td>208</td>
</tr>
<tr>
<td>ltga,16</td>
<td>965</td>
<td>1026</td>
<td>298</td>
</tr>
<tr>
<td>ltga,32</td>
<td>1456</td>
<td>1457</td>
<td>393</td>
</tr>
<tr>
<td>ltga,64</td>
<td>2193</td>
<td>2157</td>
<td>698</td>
</tr>
<tr>
<td>ltga,128</td>
<td>3933</td>
<td>4549</td>
<td>1982</td>
</tr>
<tr>
<td>ltga,256</td>
<td>4771</td>
<td>4935</td>
<td>3173</td>
</tr>
<tr>
<td>(1+(λ,λ)) GA</td>
<td>61</td>
<td>62</td>
<td>21</td>
</tr>
<tr>
<td>(1+1) EA,&gt;0</td>
<td>49</td>
<td>43</td>
<td>16</td>
</tr>
<tr>
<td>(1+1) RGA</td>
<td>69</td>
<td>65</td>
<td>23</td>
</tr>
<tr>
<td>(30,30) vGA</td>
<td>5632</td>
<td>3609</td>
<td>4365</td>
</tr>
<tr>
<td>EDA</td>
<td>195</td>
<td>205</td>
<td>195</td>
</tr>
<tr>
<td>gHC</td>
<td>16</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>RLS</td>
<td>53</td>
<td>48</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 1: Results of F1: OneMax on all dimensions.
As can be seen in table 1 and figure 4, the LTGA’s runtime is much higher than the compared algorithms on problems F1 and F2. While most LTGAs manage to reach the optimum at some point on F1, this was not the case for F2. On F2, apart from the the EDA, the LTGA was the only algorithm to not reach $f(x) = 100$.

On F18: LABS however, the LTGA performs much better as can be seen in figure 5. While the LTGA takes a bit longer to increase $f(x)$ than others at the start, it manages to steadily increase for much longer than any other algorithm in the PBO suite, reaching a much higher $f(x)$ than the others in less function evaluations. Though ltga_32 reached a mean $f(x) = 4.47$ and a best $f(x) = 5.24$ and ltga_128 a mean of $f(x) = 4.7$ and a best of $f(x) = 5.26$, these values do not come close to the theoretical maximum. On dimension 64 the maximum found by the LTGAs is $f(x) = 5.33$ by ltga_128. However this is still a lot lower than the optimum of 9.846 on $n = 64$ given in [17]. While this maximum is not known exactly for dimension 100, it seems logical that $f(x)$ does not come close on this dimension as well.
The next algorithms that were tested are F19-F21, the Ising model. Table 2 shows that the performance of the LTGA was not good on F19. Algorithms that did not reach the target value are excluded from the table, and only the best performing (1+10)EA is shown to keep the table small.

<table>
<thead>
<tr>
<th>Algorithm, ring</th>
<th>Dimension = 100, Target = 200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>mean</td>
</tr>
<tr>
<td>ltga_128</td>
<td>420261</td>
</tr>
<tr>
<td>ltga_256</td>
<td>772457</td>
</tr>
<tr>
<td>(1+(1,1)) GA</td>
<td>582270</td>
</tr>
<tr>
<td>(1+1) fGA</td>
<td>84326</td>
</tr>
<tr>
<td>(1+10) EA, normalized</td>
<td>50299</td>
</tr>
<tr>
<td>RLS</td>
<td>43529</td>
</tr>
</tbody>
</table>

Table 2: Mean evaluations on F19: The Ising Model, Ring, dimension=100.

On the other Ising model instances contrary to F19, the LTGA performed well. In table 3 can be seen how ltga_32 outperforms every algorithm on dimension 100. This is almost true on dimension 64 as well, as here the LTGA is only surpassed by (1+10)EA, normalized. This algorithm manages
to reach an extremely low $ERT = 1006$ on this dimension, which is remarkable as the performance of this algorithm is not as mind-blowing on dimensions 16 and 100. Whether the result of this EA is a perfect case or simply erroneous, is out of scope of this thesis unfortunately.

Table 4 shows the results on the final Ising model. Similar to F20, the LTGA again is the fastest by a big margin, except on dimension 16.

### Table 3: Mean evaluations on F20: The Ising Model, Torus, dimensions 16, 64, 100.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dimension = 16, Target = 64</th>
<th>Dimension = 64, Target = 256</th>
<th>Dimension = 100, Target = 400</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>median</td>
<td>sd</td>
</tr>
<tr>
<td>lrga16</td>
<td>899</td>
<td>854</td>
<td>203</td>
</tr>
<tr>
<td>lrga32</td>
<td>1244</td>
<td>1098</td>
<td>541</td>
</tr>
<tr>
<td>lrga64</td>
<td>1819</td>
<td>1706</td>
<td>1126</td>
</tr>
<tr>
<td>lrga128</td>
<td>3333</td>
<td>3094</td>
<td>3013</td>
</tr>
<tr>
<td>lrga256</td>
<td>7474</td>
<td>3014</td>
<td>7474</td>
</tr>
<tr>
<td>(1+λ,λ) GA</td>
<td>1137</td>
<td>36</td>
<td>72</td>
</tr>
<tr>
<td>(1+1) EA</td>
<td>69</td>
<td>63</td>
<td>69</td>
</tr>
<tr>
<td>(1+10) EA</td>
<td>150</td>
<td>155</td>
<td>155</td>
</tr>
</tbody>
</table>

### Table 4: Mean evaluations on F21: The Ising Model, Triangular (Isometric 2D Grid), dimension 16, 64, 100.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dimension = 16, Target = 96</th>
<th>Dimension = 64, Target = 384</th>
<th>Dimension = 100, Target = 600</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>median</td>
<td>sd</td>
</tr>
<tr>
<td>lrga4</td>
<td>230</td>
<td>191</td>
<td>101</td>
</tr>
<tr>
<td>lrga8</td>
<td>348</td>
<td>308</td>
<td>256</td>
</tr>
<tr>
<td>lrga16</td>
<td>767</td>
<td>643</td>
<td>322</td>
</tr>
<tr>
<td>lrga32</td>
<td>1148</td>
<td>1222</td>
<td>485</td>
</tr>
<tr>
<td>lrga64</td>
<td>1518</td>
<td>1621</td>
<td>867</td>
</tr>
<tr>
<td>lrga128</td>
<td>4094</td>
<td>4170</td>
<td>1636</td>
</tr>
<tr>
<td>lrga256</td>
<td>3956</td>
<td>3794</td>
<td>2617</td>
</tr>
<tr>
<td>(1+λ,λ) GA</td>
<td>78</td>
<td>62</td>
<td>50</td>
</tr>
<tr>
<td>(1+1) EA</td>
<td>67</td>
<td>52</td>
<td>42</td>
</tr>
<tr>
<td>(1+10) EA</td>
<td>109</td>
<td>82</td>
<td>68</td>
</tr>
<tr>
<td>(30,30) vGA</td>
<td>2552</td>
<td>2438</td>
<td>2141</td>
</tr>
<tr>
<td>EDA</td>
<td>570</td>
<td>412</td>
<td>356</td>
</tr>
<tr>
<td>gHC</td>
<td>21</td>
<td>21</td>
<td>7</td>
</tr>
<tr>
<td>RLS</td>
<td>48</td>
<td>41</td>
<td>19</td>
</tr>
</tbody>
</table>
The final result shown in this section is the result of F22, the maximum independent vertex set. The LTGA held up very well on this problem, as it manages to reach a much higher $f(x)$ than the other algorithms in less function evaluations. As a matter of fact, the LTGA is the only algorithm that manages to reach the target value $f(x) = 50$ within the tested budget.

6.2 Population size

Another topic of interest was the comparison of performance of different population sizes. Section 6.1 already gave some insight in the performance of different population sizes through its tables. The purpose of this section is to provide more insight in the variation of population size. First of all, in F2:LeadingOnes shows clear differences between population sizes as can be seen in figure 7. Looking at the figure, it can be seen that higher population sizes manage to achieve a higher $f(x)$. ltga_8 appears to not follow this trend though, as it performs better than ltga_16 and ltga_32. Whether this is luck because of a beneficial initial population or not has yet to be researched.
Figure 7: Mean evaluations of LTGAs on F2, dimension=100.

F18: LABS show different results as shown in figure 8. Here ltga_32 performs much better than the variants of higher population sizes. This effect is also visible on F20, which can be seen in figure 3 in the previous section.
Figure 8: Mean evaluations of LTGAs on F18: LABS, dimension=100.

7 Conclusions

From the conducted experiments a number of conclusions can be made. First of all, the LTGA does not perform fast on the tested low dimensional problems compared to other algorithms. There are instances however where the LTGA is much faster when the problem dimension increases, for instance in 6. The LTGA seems to mainly be an interesting choice on higher dimensional problems, as lower dimensional problems are more easily solved by algorithms that are less reliant on learning linkage.

Secondly, the size of the population has a non-linear effect on the expected runtime. Generally speaking a larger population increases the ERT (F1: OneMax for example), although a larger population sizes might be required to find the optimum; F2: LeadingOnes on dimension 64 can only be solved by ltga_128 and ltga_256. Sometimes a high dimensional problem can be effectively tackled with a low population size, for example in F21 where a population size of 16 is enough to solve both dimension 64 and 100 with the lowest ERT. It can therefore be recommended to
gradually increase the population count, starting from a value $\lambda \approx 16$, as the results of $\lambda = 4$ and $\lambda = 8$ rarely proved useful. These low population sizes seem to get trapped too fast as the algorithm stops when every solution candidate is the same, which happens quicker at lower dimensions.

Finally it can be concluded that problems F18, F20, F21 and F22 benefit from the use of linkage information. F2 however seems to mislead the algorithm, as it takes an immense amount of function evaluations and a high population count to reach the optimum.

8 Further research

An interesting topic for research could be the complexity of the algorithm. While the LTGA manages to keep function evaluations low on some complex problems, the CPU time taken by the algorithm is quite high because of the many entropy calculations which are computationally expensive. This is especially noticeable on higher population counts. Furthermore, it would be interesting to see how the LTGA performs in combination with other algorithms, where the other algorithm provides a locally optimized population for the LTGA to use. Maby this could 'solve' the LTGA’s slow startup time.
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