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Abstract

To date, there have beeanysuccess stories about Al, but also less successful and some concerns expressed
by experts in the field of using Al (Davidson R, Bicket M, Whitmarsh L, 2013). We as citizens are aware that
Artificial Intelligencas in its early stages in our society (Brian Tomasik, 2016). Future goals of Al is to make
unbiased decisions, takimgmanbehavior into account, such as prejudices, values and feelings (Riedl, 2018).
These need to be madengarent and uedstandable toumars, in order to achieve a higher acceptance of

Al, as these are still uncleami@ny Nowadays Al is a grey areati@any as it is unclear why certain decisions

are being made.

The aim of this research is to find obether the awamess, of products having Al technology, has an impact

on the acceptance of these products, by also looking at intersectional variables, such as gender and age. The
following research question has been prepared fdrahigiat extent tleeawarenegd tdchnologies, influence

the acceptance of products in which they trelgie gnédesictional variables; age and gender using Theory of Pla
Behavior?

To be able to answer this research question, anneqparisurvey was conducted for which online
guestionnaires were distributed among Dutch respend@@nbugh comptely randomized design (CRD),
participantare divided into two survey§uvey with Description of Ahd aSurvey without Description of
Al in the questions. These two groups have seen different pestuigittbns badeon this classification.

While the acceptance of Al by the society is still in its early stage, this research indicated that the current
awareness of Al does indeed influence the acceptance of Al technologies. People with awaaseoegs of Al
certain échnologies less quickly which ultimately can lead to no adestimipantperceive control and
transparency as important, because Al can use persotrdrtiaipanthiave indicated that they would like

to have control over the dathat is usedybAl technologies. Other researchers can conduct this study to
measure the acceptance of Al in the future as Al keeps evolving.
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1. Introduction

Artificial Intelligent has become a mdidtused termArtificial Intelligenc€Al) is an umbrella term of
techniques sucls dachine Learning, Internet of Things and Deep Learning which show their contribution to
the develomert of Artificial Intelligenein general. These techniques are all covefatfloyal Intelligence
Manytechnologies make use of these techniqgues and may contain one or more to make the functionality of
technology as complete as possible. Previous rede&@acih Katharina Kessler & Maik Martin.q{204&y
interesting findings regarding the adoptiovicdde Assistants and the factors influencing this. The research
also showed necessary changes to the already existing UTAUT (Unified Theory of Acukptaacsf
Technology) to make it more recent. Theystwafocusedon specific innovation like Veiéssistance and

the sampling groupfiscusedn a more general audience. This research has placed its focuspacibfe
awareness thatartain technology uséstificia Intelligencehrough intersectional variabkich as gender

and different age categories. Recent develftspin Artificial Intelligencénave ensured that the lives of
different people have become eablanypeople have unconsuasly adopted this (e.g. smartphones).

It can no longer be denied thattificial Intelligenceccupies a place in our world. More and more often we

are confronted with or usar own applications that are drivei\tiyficial Intelligencesuch as chatts while

shopping online or the speech assistant Google in our own home. However, stories on this transformation is
often negative; it is feared thatatsbwill steal our jobs or become smarter ahaselvesit will not be able

to help us in societyybalso in business in the workplace. Most people are convinced that waiting times are
reduced, repeated administrative tasks are eliminated and theohumdtakes made decreases. Because a

lot of time is aved with the introduction éftificial Intelligenceemployees are given time for other tasks, so

they can develop further. In addition, in particular numerical processpscatszl to be performed better in

terms of quality. Swfare or hardware that ussificial Intelligencedo not require holidays, or never get sick

and can be available 24/7 without making mistakes.

There are also concerns exm@sisrough the media, which indicatesAhicial Intelligencenust be used

in a way to improve society and lelmars in different areas not to be a threat. The concerns often come
from companies or society, because at theanb@eople see this as a danger to theisgdbty and privacy.

From the govemert, there is no Quiy Mark forArtificial Intelligencéechnologies. So enders often do

not know which devices offer them security and privacydleel since these technologies involvenaérso

data to its functionalities. The Dutch gorer shauld be more involved in this and should work together

with companies and universities to provide users with the safety they expect and need. TAdifidiate of
Intelligerceis very promising, but as a gowsgr, you need to lv@ an eye on job security, personal data
protection and regulations. In Europe, steps have been taken by introducing the GDPR (General Data
Protection Ragation). This results in a more forcefulsem requimaert from the European goveanert

for collecing personal data by organizations. Organizations who fail to comply with this regulation risks
significant penalties. The side effect of too strict rimgibtthe functionality of intelligence teclogies.

Staying within the safe zone of regulationsnake optimum use of Al can be challenging. These kinds of
concerns and challenges ensure that acceptance &mthagerare influenced by this. Trimst the Dutch

society foArtificial Intelligencenight decrease and makes ttaifficult to granértificial Intelligencaccess

to society and adopt it more. Besides this, the Dutch Artificial IntefifyanEurope perspective, is still in

the proess of setting up its Al strategy at the EU and alswailhteby investing more hmmarntalent. From
education perspectives, the Netherlands arpositibned and are avoiding brain drain (Daudlicial
IntelligencéManifestp2018). This will provide students with a good bathe fiiture ofArtificial Intelligence



in the Netherlands, but it is up to the gowesn to keep experts in the Netherlands ancertrekNetherlands
more interesting to staylch measures are the first steps in the future to odlthenacceptance and adoption
of Al technologies. Makigtificial Intelligenceart of society.

1.2 Problem stateert

Consciouy or unconsciously we all have interactitnintelligent systems and technologies in some way.
Mary technologies and devices we use today péstfsisl Intelligencalgorithms to make our daily tasks
better and easier. Wheitlthings go the way we hope is a diffetent.dn practice, it is ideal if the interaction
betweerhumars and Al were to run better (Siau, 2018). The goal is to integrate, different aspects of the
interaction betweehumars, into Al such as; preventipgejudices, imagining someone else's @ituati
understandingehaviorand emotions. Explaining a idem so that it is transparent and understandable for
everyone because it is still a black baxdor(Riedl, 2019). Trust in Al is not entirely aliegpite the fact

that we already make use of it (Thelisson, 2017). People are used to comnvithieatifigother when

there is common knowledge about how things work and how the world works. Saciariritethe way in

which people and groups with respect to each other, respond to each other and try to influence each other.
Al should be builand designed to understdmuinars and Al should helumars to understand them (Riedl,
2019).

Manyarenot aware of the existence of Al in technolaggasse today. The ones who are aware are not always
conscious of the capabilities, how Al functioddfanis reliable enough for daily iMdanyhome devices are
generating data, store and reuse to prakiection and suggestions based on persondfidaidnome users

rely on their purchased technology (some with the necessary knowledge and stymeuxithased home
technologies are tested on technology reliability and quality. But how do we smwiatyhie using it in the

proper way? How do Wweow their home network is secured enough aggliresattack® Since all Alelated

devices are coacted to the home network (Whitmarsh, E2dtean, Davidson, 2013). We live in an era of
commerce andsy purchasing of technologies via the inteametdll over the world. In the Netherlands, we

are able to order electronics, such as drones, smagpfimart voice assistants and more, which make use of
Al. These technologies store personal data s@R3coordinates with date and time, when aidime a

person was at a particular location (Costa, Poullet, 2012). Voice assistants devlegians a@pstoring
humarvoice and the way we sound (vocal waves). These personal data can baigasddarCurrently, we

are acceptinganyinteligent devices and applications developed by diffemenfacturersom all over the

world without ay clear quality mark to protect buyers. A quality mark helps the consumer to decide on a
purchase. This especially useful if the consumer is insandra possible mésle can lead to considerable
damage, for example, leak of personal data (Ndeh5124x18). We always try to create a secured home against
any threat (such as burglars), but digitaf-attack®n our privacy are even a bigger thtddamately, people

want to be able to use all existing and future Al technologies carefregmBiéyunsures winning trust

and acceptance to purchase and use. It is also very important not thafioAdalgorithms do not make
prejudices and discriminatory decisions that developers have not thought of (Riedl, 2019). The interaction with
an Al algorithm must be transparent and understandable-terezadif the algorithm's decision is noeoyr

humars can respond and correct it so that thalgdrithm reviews its previous decision. This creates a bond
and trust withhumars to adopt and allow technology in our lives (Riedl, 2019). We have to advance towards
an enviromert wherehumars profle from A algorithms with known regulations for everyone without
limiting or losing the functionality and practicality of Al.



1.3 Significance of the study

Manystudies have been carried out in the fiefttdfcial Intelligenceand also o different surfaceMany

discussions about recent develegts in the field ofArtificial Intelligencehave generated a great deal of

interest to investigate this in a specific area. Reading the resgatabf pressler, SK amdartin, M. (2017)

together with Ricquebourg, V. et al (2006) have indicated explicit suggestions to conduct their research further
on other focus groups, countries or cultures. After reading their studies, | decided to condgjptatheea

of Artificial Intelligenctechnologies in the Netherlands based on The Theory of Planned Behavior acceptance
adoption model through intersectional variables such as age and gender. This study ensures an extra
contributiorto science in the fieldcceptance éftificial Intelligenc&echnologies. This research can be used

as a base for further research within the field of acceptance and adoption of new innovative technologies and
predict intention ahbehavioof potentiausers. This research can be very useful for different scenarios where

it is desirable to view the acceptance of a certain techAdifigial Intelligences not a product or a thing,

but is much broader and more complex. Sadhearch can be used as a basis for making predictions on
acceptance by organizations, countries and different groups or cultures.



1.4 Research Question

1.4.1 Main research gtien

The previous section states that the acceptance of Al devicedrdiffaraditional acceptance of new
technologies dyumars due to securigndtrust concerns and knowledge on how to adopt. For thinstate
we have formulated the next researalm question:

To what extent does the awareness of Al tiwhnodotdiesadneptance of products in which théyaughintegrated?
intersectional variables; age and gender using Theory of Planned Behavior?

1.4.2 Objective of the study

The purposeof this studywas to identify thénpactof awareness when technologies pogstifisial
IntelligenceThis research also aims to give a deeper understanding of the acceptance by making use of the
theoretical model Theory of PlanBsthavior The Theory of Planned ligesior (TPB)s designedo forecast
humanbehaviorin various cases (Ajzen, 1991). For this research we want to see to what extent does the
awareness, that a product possesdtcial Intelligeng Influence the acceptance by users through
intersectional variables; age and gendgriRm

The intention to investigate the acceptanéetificial Intelligencactually arose after various news reports
were published aboudnous incidents at the Dutch goveent to track fraud or a major leak at Google from

their Home Assistant. | have also become aware of how much dependent we have become in our daily lives.
After this | started reading abautificial Intelligencand the intention was further developed by an already
existing research about the Al and (Mdartin Kessler and Sarah Katherina 2aid their recomerdations
regarding fuher research to look into different sampling groups and usptpace and adoption model for

new upcoming technologies in the field of Al and IoT. The study was focused on the adoption of voice
assistants like google home or Alexa from Amazon. Thif@tuses on a range of three devices which are
making use of Alficial Intelligent, like Tesla car, Google Home Assistant and Home SecurityDahara

By answering the main question, which covers various aspects of acceptance of Al devicesanldavkich

an impact on the introduction of new future techn@pgie can conclude what effect this may have on the
behaviowof the Dutch society and what makes sure that these technologies are purchased.

1.4.3 Hypothesis

Because of the fact thattificial Intelligencéas become a mudrscissed topic in the worfdanyscholars
and entrepreneurs express different opinions on the usdifioial IntelligenceMany opinions and
discussions, from scholard experts in Al, have drawn my interest to investigate hoseesdespond to
Al technologies. Ultimately, new innovative technologies end up in stores for the "ordinaryigrgople.
authors have expressed great concern that the Dutch societye@iygtet (Dutclrtificial Intelligence
Manifestq 2018). The educational institutions run the risk of "Brain drain" and ttratdoéthe society is
not aware of Al and half of the population do not believe Artificial Intefligkas life easier (DutéHificial
IntelligenceManifesto 2018)but makes the lives of "ordinary people" more vulnerable.

10



Research questions Hypothesis

To what extent does the awareness of Al techri HO: Awareness of Al does not have influence th
influence dweeptance of products in which they| acceptance of Al technologies.

integrated? through ilmeaseetriables; age and g¢
using Theory of Planned Behavior? H1:Being aware of Al in products does influenc
the acceptance of Al technologies.

Ultimately, | want tBnow what thearticipantshink of Artificial Intelligenceafter the experiertal survey

and whetheparticipantsvith awareness of Al do not intend to accept Al technologies. The results of this
study can be used for further redear develomert of new Al technologies and policies. After thesreh,

I expect to find outvhat influence the awareness Wagn users find out that certain technology uses Al and
whether this influences their decision to use or accept an Aldgehn

11



2. Theoretical Framework

The literature review consists of two different parts. First, we bring The Theoryeaf B&ravior to the

forefront, describing the origin and dewalen of this model together with all its determinants and other
developed models. Furthermore, the acceptaAcfiofal Intelligencproducts will be discussed ascamsd

component in the context of where we come from, are, and ¢arlager. Various studies have been
conducted in the past about the present by different scientists and observers. There is a lot to do regarding the
acceptance éfrtificial IntelligenceDifferent expertise is needed for this timaltely make a prediction about

whether future products can be accepted or not. How people can respond to this when their daily lives are
influenced, in the context of privacy, secwsidcial life and efficiency. Why and when does someone choose

to takean Al product in their home and use it? Which aspects are guaranteed by thertfoVamliterature

review will cover these topics.

This research uses recent and older kindemattlite which vary between theoretical models and the risk
analysis in the field of securityAdfificial Intelligenceroducts. | have come across various literature on the
general wsof Al products, but nothing regarding the $oon the adoption by different age categories and

gender in the Netherlands. | have mainly focused on finding literature which might help me answering the
mainquestion with an eye on the data | collectedfdhdy are applicable and compatible for thielD

society. There armaanytheories written and developed regarding the adoption of new technologies. The
literature 0The | iterature review of Technology A
Lai, P. (2017) and eviewhidWldenda forduterBAelalr 2h GHARNGSO (201
an overview of all the models which are applicable for the research on laglogéion

2.1 Acceptance and Adoption models

In this part of the research, we discuss the different models conbermitgntion antéehaviorto accept

and adopt new technology. The Il iterature 0The | it
for Novelty Technologyo6 Lai, P. (2017) discusses
in anoher literature. This literaguhas mainly helped me find a suitable model for this research. In this chapter,

we will discuss why | chose The Theory of Planned Behavior (Ajzen, 1985, 1991) and not one of the other
models Humanadoption of different proais has been proposed andiig in different ways in the past

and these methods are still used today, these includes; Theory of Diffusion of Innovations (DIT)(Rogers, 1995),
Task Technology fit model (Goodhue et al 1995), the Theory of ReasonalfER&JiffFishbein and Ajzen,

1975), Theory of Planned Behavior (TPB) (Ajzen, 1985, 1991), Decomposed Theory dBéHawivgd

(Taylor and Todd, 1995), the Technology Acceptance Model (TAM) (Davis, Bagozzi and Warshaw, 1989,
Technology Acceptance ModeT212) Venkatesh and Davis @29 and Technology Acceptance Model 3

(TAM3) Venkatesh and Bala (2008). With the dewettsparound new technologies, we are also experiencing
various threats and resistance, although we can also conclude that, in adifiécentamrganizations,

"ordinary" citizens have benefited and will benefit greatly from newly developed services that we can all use
and make our lives easier and safer. Companies and organizations often want new and innovative technologies
to be adopteds quickly as possible bgittemployees in order to create a lead over different competitions
(Lovelock, 2001; Lai, 2007). With the advent of new technologies in technologicakdieweteptain debate

has always arisen to date wiemanlife is afected. Consider the arriedlcomputers, mobile phones or
smartphones, tablets, internet and email. Ultimately, it has ensured that we have accepted and adopted

12



regardless of what intention, but how quickly we have accepted a product to use at lisnoe dapenber
of elanentssuch as; the safety of our family members, health and privacy, availability of a ttct{haipgy
2007).

In 1995, Rogers presented The Theory of Diffusion as a basis for future research into the acceptance and
adopion of innovations, which rabe applied to individuals and organizations. His theory provides a
foundation and explanation of how new innovations are communicated or spreads over a certain period of
time via different communication channels to membearsadial system (Rogers,5)98t the end of this

theory or model, the researcher presents the adoption of the new idea, intention or product by people as part
of a population of a social system. The theory of Rogers shdvetyedrly adopters havifferent personal
charactertgs if we compare this to the late Majority of people who accept a certain new idea, intention or
product (Lai, 2007). The differences in characteristics are measured in the different stages as shown in the S
shaped below agqtance curve of innovatorsary Adopters, Early Majority, Late Majority and Laggards. The
Diffusion of Innovation model is usually used by organizations in the context of successrtatpie

because of their focus on the market.

2.5%
Innovalors
»

Early

Adopters Early Majority Late Majority Laggards
13.5% 34% % 16%

Figure 21 Innovation Adoption Curve (Rogers, 1995)

The second model that we will discuss in this literature review is the Task Technology Fit model (Goodhue
and Thompson, 1995) where this model focuses on improving the efficiencgnefscivd higher quality

of a technology on an individual (Lai, 2007). A good match between a task and a new technology not only
increases the chance of use but also increases productivity, since the technology fulfils atie¢he ofquire

a task. Thisnodel is suitable for cdicting a survey about a product where feedback can be received from
consumers, this can also be products that have already been put into use. This can be applied both within an
organization and with consumers. Although this rmedeis to be a suitabledweidfor the acceptance of new
innovative technology, it is difficult to believe when an individual, in an organization or as a consumer, has no
choice but one type of technology to accept to utilize all the benefits. This diéeaysgbromise higher
peformanceor quality(Lai, 2007).

13
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Figure 2 Task Technology Fit model (Goodhue and Thompson, 1995)

The Theory of Reasonable Action (TRA) (Fishbein and Ajzen 19975) is a-kapmwathodel among
companies and scientific researchers. This model is abdmhdahieraintention of a personal attitude that
depends on the type of belief. TRA predictsktbhavioraintent can arise througtumanattitudes (also

called opinions or beliefs) and suhjeaorm (the "perceived social norms" also the "way people think others
should behave)." Fishbien and Ajzen (1975) define "attitude'sasghe nirtérpetatiorof the expected
outcomes of thbehavioralso the value that oagaches to the outcome that one expects frolretiasior

and "belief" asn associatio between an object and attributes and "Behavior" as an intention (Lai, 2017).
Attitude arises through the belief or estimation about the expected outctmmleshafvior this means that

when one exhibits theehavioy certain outcomes will arise. The etgiien now, which one has before
displaying thbehavioyis what this factor is about. Subjective norm is about what that individual thinks other
people exgct of him and others (so what people expect others to think is the social norm) (Ajzenis1991). Th
factor also consists of two dfalotors, namely: Normative beliefs and Motivation to comply. In other words,
the normative belief is that what is expegias "that which one should do". Normative beliefs can be seen
as rules of conduct that dictadgoeople what they should do. Willingness to comply with the norm: this sub
aspect is about the extent to which people are willing to go along with thersaectd, because you think
others expect it from you, you do it!
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Figure 23 Theory of Reasonable Action (Fishbein and Ajzen, 1975)
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Ajzen's Theory of Planned Behavior (TPB) states that cormeinarsbehaviolis drivenby three types of
considerations, these considerations are described by Aebadsral Beliefs are the beliefs we have about
the results of specitiehaviorTogether these beliefs form our attitude towaltukthavior Normative Beliefs

are our b&tfs about the opinion of important others ali@tavior Together they form tHgocial Norm.
Control Beliefs are our beliefs about whether we are able to pubebdsiainto practice. Together, these
beliefs form the Perceived Behavioral Contctbrf§Ajzen, 1991). Later this chapter we get to dive deeper
into the TPB modelfdAjzen and why | made the decision to use this model in this project.
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Figure 24 The Theory of Planned Behavior (Ajzen, 1991)
The TAM (Techniigy Acceptance Model) is developed and in

Information systems or technologies. In 1992 Fred Davis and Richard Bagozzi (Davis 1989, Bagozzi, Davis &
Warshaw) intended to explain the bshavioon the use of compers with this model. The research then

had two different beliefs; Perceived Usefulness (PU) and Perceived Ease of Use (PEU). The Perceived
Usefulness actually says thatue®a perception is that the use of a system makes his or treexaskition

eaier. Perceived Ease of Use refers to the fact that the assigned system is easy to use (Davis, 1989). PU anc
PEU can be influenced by different types of external factors in TAM.
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Figure 25 This is the first modified versiofithe Technology Acceptance Model (TAM) by Davis, Bogozzi
and Warshaw, 1989)

Later Venkatesh and Davis formed the next version of the Technology Acceptance Model in 1996. They found
from the first model that Perceivesetfliiness and Perceived Ease eftldse direct influence witbhavior

intention, thus the attitude was then unnecessary. In 2000 Venkatesh and Davis introduced the TAM 2. This
model illustrates that there are more variables which might influenceeiedPegsefulness and Perceived

Ea® of Use. The TAM2 is made up of various factors that influence each other. The factors Perceived
Usefulness (PU) and Perceived Ease of Use (PEU) have the most influence on Intention to Use (IU). In
addition, the factorsalre Subjective Norm, Image, JolevRence, Output Quality and Result Demonstrability

again influences the PU. There are also a number of moderators in the model, these influence the correlations.
For example, Experience is a moderator on PU and U, Violessds a moderator on U, PEldimoderator

on PU and Subjective Norm affects Image. The TAM 2 differs with the first version of the model, there are
additional external variables which be included in the model. All of these variables now ptay a role i
determining the utility of thew technology. What is also experienced in the new model is the extent to which
the user of the new technology is obliged to use it plays a role in the acceptance of it (Venkatesh & Dauvis,
2000). The relevance to work witn organization or to the ddifg¢ of an individual can also influence
acceptance. This model also regards this variable as a valid one.
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The TAM 3model that was developed by Venkates Bala 2008 by combining the TAM 2 with the Perceived

Ease of Use and Perceived Usefulness (Venkatesh, 2000). This model is further expanded on the basis of new
variables which may have an impact on Perceived EbBse dhe new variables are basdtiefollowing

factors; Computer Self Efficacy: The extent to which an individual believes that he or she is capable of handling
perform certain tasks and jobs through the use of the target system (Compeau & Higgin99583.

Perception of externabmtrol: this is the extent to which the individual believes that there is external or
organizational control and support when using the system (Venkatesh et al., 2003). Computer anxiety: the
amount of shock or aversidrat an individual experiences oregigmces if he can or may use a hew system
(Venkatesh, 2000, p. 349). Computer Playfulness: The extent to which an individual finds pleasure in using it
of a new system (Webster & Martocchio, 1992, p. 204). PercebyateEnrhe degree of pleasure that
individual experiences with it perform certain activities specific to the system, regardless of whether or not
these tasks are not experienced as of high quality (Venkatesh, 2000, p. 351). Object UsabilitywiHea¢ the indi
makes a comparison of sevahimself systems and the efforts that he must make to be able to perform
certain tasks and jobs complete (Venkatesh, 2000,4321350
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Figure 27 Technology Acceptance Mo(leAM 3) (Venkatesh and Bala, 2008)

We hae previously discussed different models and we can conclude that they all have the same goal, to
investigate and explain whether or not to accept new technological resources. We can also witness that there
were dten similarities between the different el®@nd their variables. In 2003, Venkatesh, Morris and Davis
jointly studied old models and looked at whether they can develop a new model based on previous experiences
and variables as technology continuesadape(Lai, 2007). This model functiorss@smbination of previous

models namely Theory of reasoned actions, Technology Acceptance Model, Motivational model, Theory of
Planned Behavior, Combined TAM and TPB A®I-TPB), Model of PC Utilization (MPCU)nbvation

Diffusion Theory (IDT), Social Quigive Theory (SCT); most of which we have already discussed above. The
Performanc&xpectancy, Effort Expectancy, Social Influence and Facilitating Conditions are replacing the five
similar variables from prevéomodels including; Perceived Usefulness)sic motivation Jefit, Relative

Advantage and outcome expectation. Social influence replaces the subjective norm, and where the Effort
Expectancy replaces the Perceived Ease of Use.
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Figure 8 Unified Theory oJf Aagep and Usé of Technology (UTAUT) (Venkatesh, Morris, Davis and Davis, 200:

PerformanceExpectancy

This understanding includes the extent to which an individual thinks the system will contribute to being
successful processing tasks in his job. Thiggblargely corresponds to the perceived usability of TAM /
TAM2, extrinsic motivation (Davis et al. 1989, 1992), Job fit (Thompson et al. 1991) usability and outcome
prediction (Compeau and Higgins 199%tvidet al. 1989), some of the studies thdirddsbeperformance

of a system to the intention. Terformancexpectation is one of the stronger predictors of the intention to
enter the system use. (Venkatesh, Morris, Davis, & Davis, 2003).

Effort Expectancy

This determinant is defined as themixto which efforts must be made to get started with the system. For
example, a system that is very gpedqrmancexpected), but which is expected to be too difficult to learn,
not quickly be accepted. Together witlpdreormancexpectation, thesege the two strongest determinants.
This term again summarizes several previous concepts, namely the perceiveskgd®dvof TAM2),
complexity (MPCU) and ease of use (IDT).

Social Influence

Social influence is the notion that summarizes to whatt @xtieividual believes he or she would like the
system must use according to people who are important @tharwise, express the extent to which the
individual thinks that using the system will contribute to a positive status within the sotiavgicluthe
individual is. We find this notion in earlier studies under the following names: SubjectivieAormMT
(2), TPB), social factors (MPCU), image (IDT).

Facilitating Conditions

The circumstances which is described based on an individuaklibht there are sufficient organizational

and technical infrastructure and support to use the dysteher words, this means, to what extent is support

and asistance available if potential problems and obstacles arise during use. We find this notion also back in
previous studies, namely in the MBobér the same name), or in TPB and CT/AB (here it refers to

perceived control).

Gender
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Although people migimot pay attention to it right away, gender does spell one role. This is because the gender
influencegperformancexpectation, effort expedtat and social influendeerformanc&xpectationsMen

are generally more tasfiented (Minton & Schneider D98giving him a stronger focus on fulfilling the duties

and consequently have {merformanceof the system (Venkatesh, Morris, Davis, & Daoid3). effort
expectation: This determinant is strengthened if the gender of the individual is femalé (¥ dd&aites

2000). Social influence: Research show&/ttmaénare more influenceable and sensitive tardsef others

opinion about whaer or not to accept new technology. (Miller 1976; Venkatesh et al. 2000).

Age

Age is the second factor that responds to the main components. Age has that wagriiflepadermance
expectation, the effort expectation, social influence and facilitating coRditforsancexpectations: This
determinant becomes stronger if the individual is younger (Venkatesh, Morris, Davis, & Davis, 2003)
Expectations of effarfThis determinartiecomes more important if the arsr is older is (Barnett and
Marshall 1991). Social influence: This determinant also becomes more important if the user is older (Morris
and Venkatesh 2000). Facilitating conditions: This deternsodi@cames more iogpant if the user is older

(Morris and Venkatesh 2000).

Experience

This factor responds to the effort expectation, the social influence and the facilitator conditions. And with all
in the same way, namely if one has less exparened| have mormgtach importance to these components.
(Venkatesh, Morris, Davis, & Davis, 2003).

Voluntariness of Use

This factor only responds to social influence. For example, social influence will decrease in a compulsory
business enviramert. In other words: If the is no obligation to use, there will be more to the social group
(what they think of technology and to what extent they are the individual) whether or not to use the technology)
(Venkatesh, Morris, Davis, & Davis, 2003).

In 2012 Vekatesh, Thong, & Xwoth studied the previous edition of acceptance models and they noticed

that the acceleration of new technologies was not aimed at the consumer and came with the UTAUT 2 where
the original model andanyof the previous models eariie one In organ&ional or business context, this

model has the goal of investigating consumers. That already makes a first difference, namely that the factor of
voluntary use is expressed this model has been omitted since it is assumed thatsiiisfactesy in a

consumer context order, since they have a free will to use or not to use a product (Venkatesh, Thong, & Xu,
2012). A second difference consists in the addition of three components, namely Hedonic motivation, price
estimation and habifBhese components, turn, also become possible influenced by the three factors of age

and gender. These adjustts to the model have led to a significant impnextan the model.

20



/’ N
Performance |
N

Expectancy
\ p ¥ R
\\‘u.
‘-\-\'\-\.
(/- Effi -\\ R“‘\
ort -
|., Expectancy ,ul-'““'h-.h,__. x“x\
~— ~
-H-H"-\. \'\.
-\\ T s
| Social Influence  f—__ ey -

— -,

-

-~

|"' Facilitating
\ Canditions / \I
Use Bahavior |
N oo A
| Hadonic
\ mativation
\
| Price Value -
\ !
Nl
T
[ Hahit
| !
.

|I Gendar :I |I Aga :I | Experianca I|

\ AN VA J
Figure A Unified Theory of Use aagtéccet@thnology (Venkatesh, Thong, & Xu, 2012)

Hedonic Value

A first component that is added is hedonic motivation. This is described as the degree to which people derive
pleasure from the use of technology (Venkatesh, Thong, & Xu, 2012). &eatigt stogd that this hedonic

motivation (conceptualized already perceived) pleasure) is an influence in accepting a technology. (Brown and
Venkatesh 2005) (Thong et al 2006). This hedonic motivation is influenced by age and gender. So hedonic
motivationwill be amore important determinant in youngernand especially in the early stages of the
experience (Venkatesh, Thong, & Xu, 2012).

Price Value

As mertioned above, earlier acceptance models for technology were often focused on businesses. This is
different fran UTAUT2, where the focus is on applying the model to the consumer market. Where the
companies never had to take into account the price from the end user's position is how also different. This
provides a second addition, namely the price estinstudshowed that the popularity of Short Messaging
Services (SMS) in China was in part due to the difference in price (Chan et al. 2008). There is again an influence
namely gender and age. For this, there is to look at earlier sociologicahrefgciigts stated thaVomen

pay more attention to details (e.g., Bakan 1966; Deaux and Lewis 1984). This also extends on a commercial
level, havingVomenHereby also more attention for the price with a possible purchase. (Slama and Tashchian
1985). In addition to the fact thdbmenoften pay more attention to the price, it is mainly Wdererwho

pay attention because of the social role as keeper of finances (Deaux and Lewis 1984) a heavier weight give ar
estimate to the priceéwkatesh, Thong, & Xu, 2012).

Habit

Habits is a concept based on how the individual stands with regard to technology behave (e.g., Kim and
Malhotra 2005; Venkatesh et al. 2003). Thus, an individual with a lot of interest in (related) technology or
someoneavho already has experience indnésmore likely to be new also to test technologies and possibly to
accept and purchase. This determinant will especially be strengthenmezhwlderare already in the later

stages of experience (Venkatesh, Thog, 2012).
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2.2 Theory of PlannedBavior

The Theory of Planned Behavior (TPBesignedb forecashuman behavior in various cases (Ajzen,.1991)

For this research we want to see to what extent does the awareness, that a produchrtifissdsses
IntelligenceInfluence the acceptance by users through intersectional variables; age arsingenggr
According to Ajzen, TPB has developed after limitations were discovered in Theory of Reasoned Action (TRA)
(Ajzen & Fishbein, 1980; Fishbein & Ajzen, 18%BJe people have little to no control over their behavior
Just like in the TRA, the TPB has a central determinant for displayingtzebertidand that is the intention.
According to Ajzen (1991), the intention has an indication as to what precbdaaviog how much
someone want® achieve a certain goal and how much effort they expect to give. If the intention is strong
enough to express a certadémavior theperformancef thatbehavioican be recognized more easily (Ajzen,
1991)For example, a person may decide for himself whether or not to display beterteonThis will

have an effect on thperformancdecause it depés on the intention because the person is in control and
when that is the case ferformancevill increase as the person is motivafedshown in figure®e can see

that the TPB has a number of important variables that are crucial for intertieimeénd
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Figure 210The Theory of Planned Behavior (Ajzen, 1991)

As can be seen in tRegure2.1Q the intention is controlled by three different variables; Attitude toward a
behavior Perceived norm, Perceived Behav@tmatrol and Actual Control (Ajzen, 1991). We do not include

the Actual Control in the followingciens because this is not actually a psychological aspect. This variable
has a dependence on the Perceived Behavioral Control. The other connectionshbeRezeaived
Behavioral Control and Behavior were created because it usually has more hafudneeather two

variables. Furthermore, we also see that in addition to a direct influence of Perceived Behavioral Control, there
is also an indirect influee via the Intention diehavioAjzen. 1991). As earlier Perceived Behavioral Control

is the fat that a person believes to be able to perform the already debaiddr In this case, what kind of
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mindset the person has when performingeheaviorSo a person sees himself as a person in order to achieve

a goal or a person does not estimateeffiams well when performing. So as an example we can use whether a
person is confident to drive a car with an autopilot? for example, if this person lumes thet knowledge

or is not anxious, then it is more likely that it will be easy for somecteptdlzan a person with little self
confidence, so a lack of knowledge and trust. this does not always have to match the final result, it may differ
slightly A person can assume that the execution of certain action is obvious and easy to carrgsonat, where
reality, this is different (Ajzen & Fishbein, 1977).

The develomen of Perceived Behavioral Control is generated or controlled by Control Beliéfgi(se

2.10. Control Beliefs is usually shaped by a similar tiyehadfiofrom personal expiences, information

from one's own network such as family, friends and colleagues or from the past. Perceived Behavioral Control
can havémpact Behavior in two differefiorms First, when someone is confident or believes indddantp

take a certain action, they often have more chance of success than someone with less confidence and doubts.
Secondly, we also see that the Perceived@®ehavi Contr ol usually functions
in the context of serving eaather and feeding information. Situations such as when, for example, someone

has a lot of skills, this can have a positive influence on the knowledge anibmfafraraindividual, as a

result of which Perceived Behavioral Control also grows. 8alifmual test himself for the fact that certain
requirenerts are needed (Actual Control) to use Google Smart Home Speaker, then his perception of being
able to perate all peripheral devices autonomously will become more positive (Perceived Betietjoral Co
(Ajzen, 1991). These are the cases when Actual Control is involved and can, therefore, be part of Perceived
Behavioral Control. The accuracylfl@aviodepends on both variables (PBC & AC) because the relationship
between PBC and AC is very sramd has a lot of influence on reality. If a person misjudges himself then

there is a good chance that there will be inconsistency between PBC and AC, foa peasgpl@xpects to

be able to install a Smart Security Camera, but that person isrisraeytdggislation not allowed to aim the

camera at his garden (as he or his had in mind) because pedestrians also pass by so can also be recorded by tl
camera. flis can have consequences for Perceived Behavioral Control and there is nothing wiatng with th

In fact, this can be very interesting to further investigate which factors determine beteassful

Other factors such as a person's attitudebahaior indicate the appreciation of tehaviorin question.

The finalbehaviorcan have diffent results such as good, sufficient or moderate. In the case of Autopilot,
someone can show a negative Attitude such as "Autopilot is a danger on the reathédéecunology Al

is not transparent, so drivers do not know which decisions are legihgrathermore, another person may

have a positive Attitude for Autopilot such as "Autopilot reduces fatal collisions by Al, othzetdriver

is recognizedy Al". These are Attitudes befdyehaviortakes place. The Attitudes are nourished and
influenced by Behavioral Beliefs, these can be different types of Behavioral Beliefs. In the figure of The Theory
of Planned Behavior, a number can be seen sucht &elagor, Risk, Mood, Personality and General
Attitude.etc.The sum total of thedeliefs shape Attitude and Attitude can shape the Intention and Behavior
(Ajzen, 1991). Also, the media might influence the mood of a person before havinglaa aEgdlirgs 0

I nf o rfrorm Schvearz S6hwarz, 2010), Schwarz says that whenotvéedinertally good in our daily

lives, we have not experienced a fun event or we experience little positivity and we feel good through positivity
and can moreasily tolerate negativity. Schwarz says that we use our feelings as a source oftinfdrmation

the contrary is proved. But as long as there is no evidence to the contrary (from a related source), we can use
our feelings as a source of information.(&z)2010).
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In addition to the Attitude and Perceived Behavioral Control, the modedsalsdimal variable, namely
Subjective Norm. The definition of the subjective notia figrson's perception that most people who are important t
him think hecghd or should not perflrehaivér questiofjzen, 1991, p.188). Subjective Norm points to how

a person believes that for him significant others see rblvavibr Subjective norm consists of two factors,
normative beliefs about how peoplewate important to him/her expect that he/she shbeldve. And the

motivation of an individual to meet these expectations (Ajzen, 1991). An example is when in a person's social
network everyone recamrds purchasing@mCan{smart security camera) fig or her safety, then there

is great social pressand the chance that the person will also purchase it is great. Like the other variables, the
Subjective Norm is driven by faith. This belief can be served by various external factors such as; Education,
Age, Gender, Income, Race of Culture, as cannberstte image. The three variables, Perceived Behavioral
Control, Subjective Norm and Attitude are used to feed Intention, which in the following also leads to an action
(Behavior). Intentions do not alyg explaitbehavior Sometimes this is due to daiittely not executing
intentions, and sometimes individuals forgetting simply to perform an intention when, for example, they forget
to fuel their car (Pieters, 1990).

2.2.1 Why Theory of Planngdhavio?

The reason | chose TPB in this study is that this specific solution offers to do research at a more abstract level.
After studying the models as described earlier, the expected user motivation is better covered by the TPB,
among other things by the imfant addition of the Perceived Behavioral Control. The UTAUT model is the

most developed model of all adoption models, and yet | chose the Theory of Planned Behavior because I think
that for my research the emotion and feelings of people play a rokbdpriogess of acceptance. At UTAUT

these are precisely the practical aspects and facts,Prrbramncé&xpectancy or Effort Expectancy etc.

Where TPB acknowledges that acceptance depends on various beliefs such as mood, culture, feelings at that
momert and the influence of the media, for the UTAUT it does not matter whether the use of algorithms is
transparent or not and with TPB it does because people believe in what they see. Peopteamalaaflidg

make decisions by listening to their emotmklike this, do | find this annoying, how strongly do | feel
involved in this? In all facets of life, people form opinions and make choices that are a direct reflection of their
emotions and their tendency to look for or avoid certain things kah2@16). For example, if you want

to go from A to B with the Autopilot from Tesla and it does not matter in what way, UTAUT is a suitable
model instead of TPB because the modepdérfisrmancexpectancy where it doesn't matter how if one

arrives at B. At T®, people want to see the reason why the Autopilot has, for example, skipped a turn or takes

a different route than the day before.

2.3 Acceptance dirtificial Intelligenc&echnologies

Consciously or unconsciously we all havedtite with intelligent systems and products in soméAanay.

technologies and devices we use today péssisial Intelligencalgorithms to make our lives better and

easier. Whether things go the way we hope is a differgninspractice, it is ideal if the interaction between

humars and Al were to run differently. The goal is to integrate, different aspects of the interaction between
humars, into Al such as; preventing prejudices, imagining someone else's situatismdingberhavior

and feelings. Explaining a decision so that it is transparent and understandable for everyone because it is still a
grey area fanany Trust in Al is not entirely clear despite the fact that we already make use of it. People are
used tocommunicating with each other when there is common knowledge about how things work and how

the world works. Social interaction is the way in which people and groups act with respect to each other,
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respond to each other and try to influence each otr&nud be built and designed to understamdars

and Al should helpumars to understand them. (Riedl, 20@nyare not aware of the existence of Al. The
ones who are aware are not always conscious of the capabilities, how Al functions diabiéieisoregh
for daily use.

2.3.1 Trust and Transparency

Various studies have been conducted on the acceptance of Al products. In an article by Rieah§2018),
centered\l is explained which describes future Al. It describes that there is a gravéngss thatrtificial
Intelligencg€Al) algorithms and Machine Learning (ML) must be designed with the idea thaiLibtealso

interact witthumars. Riedlindicates that Al and ML products must be produced and designdu: iitat

that it will become part of a social system with various stakeholders such as citizens, customers, operators and
other people (Riedl, 2018 p33). Some researchestahi@eto focus on a mdremanfocused Al to ensure

that interaction withumars becomes more transparent, what and why Al has made a certain decision. At the
momert we see that it is only one type of Al that we use today, but the products doaldtiofarcentered

Al. Regardless of the fact that thgpAdducts are often a black box at thenex and are not transparent to

normal people (without any Al or computer science background), we still see an increasing line of acceptance
by users (Ridl028). In 2009, Kenya FkéenOduor and Eric N. Wiebewrie i n 0 The Effect o
Decision Algorithm Modality and Transparency on Reported Trust andefiasinanagthat trust and

reliability arnterpreted as key elemdntdeveloping relationsip between people and automatidere as

well, reference is made to the transparency of Al algorithms, whereby this leads to more trust on the part of
peope and will reduce complexity. Mea and Wiebe indicatthat Automation will never create perfect
reliability irhumars, but it would help if we could substantiatééhavioiof an Al. In a PhD study by Eva

Thelisson about "Towards Trust, TransparandyLiability in Al / AS systems" (2017), she indichegd

there should be a dialogue between all stakeholders (users) when developing an ethical framework for Al
systems that will ultimately result in acceptance of products and services develapedsiy tflhelisson,

2017). Current develmerts allowus to use different Al products whereby we also discover different system
errors which can cause confusion because current d@redogre not so advanced that interaction takes

place just like twogeple. We often discover errors in Al products, whiahsrbat we ultimately do not fully

trust the products and therefore use them to a limited exttomas, we are used to tracking down mistakes

made by others by asking why someone made a certain decision or took action. The IEEE Global Initiative
currently developed and Ethically Aligned Design which provide societal and policy guidelines to make sure Al
products and systems to ensure that future products are developed with the idea that it should serve people
and keep people central with our valueis. Model has a number of godlamamight ensuring that it does

not violatehumanrights. Accountabylittaking into account the fact that the developers are ultimately
responsibleTransparenensuring that Aproducts operate in a transparer@nner Awareness of misuse
minimizing misuse of Al products. In this duoed, they indicate that currenit products and systems have
manyadvantages and that it minimizemaneffort. Having this said, it is aladicated that it raises some

concern given their impact on individuals and populations. In addition tonfeawpgsitive impacts, they
alsodicate in this doaeert that Al products have the potential to damage privacy, discriminate, cause people

to lose their skills in the long term, economic impact, safety artdriongffect. on social wbking.

According to the organization, we can futly benefit if the systems and products take our ealdethical

principles into account (IEEE, 2017).
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2.3.2 Dutch govemert on Al

Because the Netherlands is part of Europe, the measures and regulations from the EU also apply to the
NetherlandsWhile collecting govaneri-related literature or sciemtifitudies, | came across two literature

and a press release from the European Commission on tackfioml IntelligenceThe European
Commission presented a number cisuees on 25 April. The Commission presented three psapo2&l

April. It states that an approach to public and privaterrei@sh Al needs to be stepped up, preparations

for social change must be made and a legal framework must be designesl, Avithattiies like IEEE

discussed earlier can help. Thgt8li Single Market President and Commissioner Andrus Ansip said during

the debaté'like the steam engine and electricity, Al is transforming our world. We are faced withenew challenge:
must tackle together to ensure that Al is gaingss &edeeveryone benefits, and we have to invest at least EUR 20 |
by the end of 2020. The Commission is making a contribution: we are giving researchers a bgogheand enabling
next generation of Al technologies and &pellmadioass community can also seize these opportunities and take ady
of them(Europese Commisskersbericht, 2018). The press release provides a global overview of the expected
measureto be taken by the end of 2020. It is expected thaehe&t@i8 and 2020 the European Commission

has set aside 1.5 billion for research and innovation programs and a further 2.5 billion later for existing public
and private partnerships in the fieldigf data and robotics. Furthermore, social changesonlié abken

into account in the areaafanges such as taking into account a changing job market (new jobs are created
and others are disappearing), education must also change and modddiiizm, Itha govemert will have

to cooperate with compasiand universities to keep theénAEurope interesting for students, teachers and

experts. The third and final step of the commission is to set up a legal framework to make the ledal and ethica
framework appropriate because Al developers must Bbleldf a law is violated or Al is misused. Other

two articles cover the Dutch position in the field of Al in different sectors through the Special Interest Group

of Al. This article indicatesahthe Netherlands are wadisitioned and are avoidingibrdrain Dutch

Mernifesto, 2018. This will provide students with a good base for the fubutiéicdél Intelligencén the

Netherlands, but it is up to the gowveent to keep experts in the Netherlands and make the Netherlaads mor
interesting to stay. Such measures are the first steps in the future to influence the acceptance and adoption of
Al products. In the Privg@nd the regulation of 2012, the European Commission also presents other proposals

in the field of renewing exrggilaws in connection with the arrival of Al. As well in this article, transparency

is discussed in the context of relationships betweamrgewis, citizens and companies. The gonern

must protect citizens against the misuse of personal data byieo@mparorganizations. Steps have been

taken by introducing the GDPR (General Data Protection Regulation). This results in a moressengent ¢
requirenert from the European govemnern for collecting personal data by organizations. Organizations who

fail to comply with this regulation risks significant fines. (Riedl,Qolé)ted literature and research do help

to conduct this researbhcause most of the literature contains similaritigsumidmawareness, acceptance

of innovative technologies general bjy)umars, humanbehaviorand the impact of current and future Al

products.

2.3.3 Search Keys

During the search for other alreadygrened research in the field of acceptance of Al, | did not come across
relevance research on Google scholar beiden University Librargearch keyd h a v e Adifcield ar e
Intelligencé , O6 AwHumam\eveas @nad@spar émcy o6, HonanAe dpt anced, anc
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3. Methodology

In the previous chapter we discussed the literature review and why the Theory of Planned Behavior was chosen
for this study acceptance Attificial IntelligenceBy means of this model, we continue in the chapter by
explaining the Research Design, Research Philosophy, Data Collection method and analysis of the data. We
also discuss the limitations when collecting the data andlityeofjthe research. The nuthlogy is derived

from the Greek words Ometa hodosd6 meaning O6the w
methodology is a general research strategy, which explains how an investigation has been af wiit.be carrie

The methodology also eft indicates that a researcher has maintained a certain structure or guideline, making
the research easy to follow for a reader. This part also deals with what data a researcher has had to deal with
and which techniques hdween used for this. This resbais qualitative research. In this study, the term
qualitative is defined as the develep of knowledge through the methodology and the method type the way

data is collected. Qualitative research also dependdehatier and attitude of the reseagchThis means

that a researcher must be unbiased during the research. This ensures a reliable research and end result Jonke
Jan; Pennin, B. (2010).

3.1 Research Philosophy

The philosophy of this research is the belieftaheuapproach in which the aas collected about the

Influence of Awareness on acceptangetiicial Intelligencby performing a surveanalyzednd use of the

data. At the end of this process, new knowledge has been Théatedearch serves as tieatoon of new

knowledge within the field of acceptancértificial IntelligenceThe intention is that | collect as much

primary and secondary data as possible and then analyze it to be ablette arsemrch question. The

ansver then serves as new knowledge within the field of acceptAnifeciad Intelligenc&aunders, M.,

Lewis, P. & Thornhill, A. (2012). There are four main research philofuplimstisRositishm Realismnd
Interpretivisithis master thesis relies on the idea of Realism. Within this philosophy, the Ontology and
Epistemology methods are constructed for the philosophical aspect of this study (Saunders, Lewis & Thornhill,
2009; Brilen & Bell, 205). The ontological approackises of two parts, Ontological Materialism and

Ont ol ogi cal |l deali sm, what people see and what pe
a better understanding of different beliefs for the acceptafddicil Intelligenceand to understand the

reason why people accept Artificial Intelligent technology in devices in their homes and daily lives. Regarding
Epistemology, this study investigates how and whwrticpantsre willing (or not) to buy the sedfiving

car, smart home security camera of the Google Home speaker. This social approach gives the knowledge of
what the researcher believes and what the outcome of the survey is (the truth)

3.2 Research Design

The research dgsiis in the beginning nevealhe clear how this will look like. As different literature is read

and thought about the research question. A researcher often discovers how the three 'building blocks' of the
research design related and connected to dsah Gbmponents such as theoegearch question and
methodology together form the research design Jonker, Jan; Pennin, B. (2010).
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Figure 31 Research design related to theory, methodology, question and context..

From thealready chosen theoretical framework, Theory of Planned Behavior (TPB), and the already conducted
literature review concerns the acceptance of technologies andbdehattmaintention of an endser can

be mapped, together with the researethadolog and the main question will be answered. Analyzing all
findings and data requires some coherence between thartlaipantsof the survey and the literature, with

an eye on the main question (Table 3). Research Design projects theo$izatiatieg and analyzing data

for research. It also shows what a researcher is trying to achieve at the end of thédestadg Bisil (2011).

Descriptive Design begins not with a hypothesis, but instead, it collects the data and then exsuitine the re
andthen a hypothesis. This research starts with a hypothesis, which explains why | haven't chosen this design.
Correlational Design is a more observational approach which means that the observation is the approach to
collect data. This research ctdlelataisinga survey. The quasipennertal approach does noanipulate

the independent variable. This research daegulate see O0Met hoddé in the nex
explanation. The last design is Expertial Designs, which is more suitablaH resarch. The reason for

this is also explained in the next chapter.
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3.3 The Research Pyramid

The research pyramid shows that this research contains a structure and that with this model a reader sees how
this research is performed and which teabkeigavéeen used. This model contains four different parts;
paradigms, methodology, methods and techniques. The researcher must make choices for each component.
Below you can see which choices have been made for this research.

Research
paradigm

Research methodology

Research methods

Research techniques

Figure 32 The research Pyramid

3.3.1 Paradigm

This research originated purely from personal interest and experience. This subjedliscassedisubject
and is already or will affect everyone's life. This research requirgsnntettacanyenduses and also ask
myself to look at how my own life is influenced by the use of Al technologies. This makes the reality of this
research sedfvident. This research also started with the intention to discover new facts concerning the
acceptance of smart inigénce devices and to understanthéhavioand intention of endsers. Because |
am interested in technology and Al, | respected and interpret all survey and collected data without prejudice.

3.3.2 Methodology

As earliestated what methodology is, vehie comes from and why is it important for research, in this section
we define what kind of methodology is used for this research. In terms of possibilities, | have below number
of examples which options | encountered dufie literature review Sausddd., Lewis, P. & Thornhill, A.

(2012) Phemoero | ogy: defined as the O6living experiencebo,
world, culture and behavior of people, Participatory: this shows tbattitipantsof the survey are also
researchers, but this is not the case during this

language. In the course of time, a lot of methodologies have been developed and proposed. For this research,
it has been necessary for the rebda show different experiences and the acceptance of Al users and to give
them a structure through The Theory of Planned Behavior. After a literature review on methodology (Jonker,
Jan; Pennin, B. 2010) the Pmeamlogicd has been chosen as a kinthethodology, because it describes

the living situation of the enders. Furthermore, Ethnography has opted for analyZnetp#weoraihtention

because this methodology focuses on the ateasuicial world, culturajth andbehavior
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3.3.3 Methods (Collecting Data)

Although terms such as methodology and methods are often confused with each other becausartigey have
similarities. However, as a researcher you understand and dpplyahigou will see that adiffer from

each other. If you do not keep this in mind, this will continue to cause confusion for a researcher himself, but
also for a reader. Previously, we have defined methodology as a general term for the katdtb&resear
researcher perforns.method is more specific because a method indicates which approach is used to collect
data. This can be different approaches such as; Interview, Survey, Diary study, Usability study, Contextual
inquiry and there will probgiltde more methods that reshars have used. A survey (in an axpeil way)

will be used for this study because when conducted properly, surveys provide hard figures about the opinions
andbehaviorof people who can be used to make important deciBigtisermore, a survey wil/giend

users a voice on the use of Al devices. It will also provide substantiation phutieipantconsiders it

important to take Al into their home or not and what the concerns are for example. During the surrey,
particpantsare able to give answarsl express themselves by filling in open questions, select the options
(possible and realistic answers), or give a grade. During thimesxpeaiticipantsreceive different
guestionnaires about different products that A& the purpose of thistis measure their acceptance when
participantbecome aware that a product has Al on the basis of different descriptions of a product (description
with Al content and without Al). Does awareness, what Al does with persoaatidadw it handles, lead

to an unexpected acceptance of a productp@iitipantactually distance themselves? Al only work well if

it is fed with Data. This means that the more interaction takes place between people and Al algorithms, the
better prodct functions.

Because of thfact that Al has become a mdddtussed topic in the world améany scholars and
entrepreneurs express different opinions on the use MBAyopinions and discussions, from professors

and experts in Al, have causedtaiadnterest in me to invegdte how end users respond to this in the
Netherlands. Ultimately, new innovative technologies end up in stores for the "ordinarylgpgapkbors

have expressed great concern that the Dutch society is not readggetatianal institutions rumet risk

of "Brain drain" and that osikird of the society is not aware of Al and half of the population don't believe
Artificial Intelligent makes life easier (E. Dédfficial Intelligenc#lernifesta 2018;(April 2017). Ultimately,

I want to know what thgarticipantshink after this expeniert of Al and whetheparticipantsvith knowledge

of Al don't intend to accept Al technologies dusafety and privacy concerns. If | can show to wteatte

the awareness that a product has Al influences the acceptance of Al products by users on the basis of this
research. Then this research and the result can be used for further research or fornertidevedop Al
technologies or legislation ire tNetterlands. After this research, | expect to find out what influence the
awareness has when users find out that a product has Al and whether this influences their decision to use or
purchase Al technology. | exppatticipantsvithout knowledge of Alotaccpt more Al products than
participantsvith awareness Al in products.

The type of experient | have chosen is the Completely Randomized Design. In a completely Randomized
design, each expegrtal unit randomly assigned to a random group to reckffieeent treamert. Each unit

in the same group will receive the sameriegatAt the end of the exparert, the results are compared to

the treaterts. In addition to finding out the influence on Al awareness, we will also look at what the awareness
that aproduct possesses Al to say about different age grotgts @#80, 5670 and 70+), gender (male or
female).
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Figure 33 Completely Randomized Design flow

Completely Randomized Design differs from the observationaDatridy.this study, the researchers have

to analyze and collect data without changingaaipulatinghe condition during the expagr. Because
validity depends on how the exmperit is performed, the researchers have to be extremely careful during
changng andmanipulatinghe expermert. For this research, we have applied two different surveys which will
be a handout to randomly pickeakticipantsas visualized in the previous tableéhiwithe Completely
Randomized Design, tnewtrt is given to the gups participants Treament, in this case, is a part of the
whole process. This partnimnagedy the researcher for each unit or group. In this study, we used two
different surveys wdti we randomly give to two different groups to complete. Botlgshaxge almost the
same questions. Only one survey Al is explicitly named and in the other Al is replaced by another name, namely
smart devices or only intelligence. We want to krpavidipantsaccept the products when they become
aware that the techingies use Al (Valerie J. Easton and John H. McColl's 1997).

A Factor is a general part of Tneati. The number of treaerts forms (in the case of this study it will have

two differentevels of factor) different levels of factors. If we have twredifteeanerts, where both differ

from each other, then we automatically have two different levels of factors. The datantieid geperates

is wisely developed with the rigatticpantsto make sure the main question is well answered. In camrsultat

with those involved, we have quietly taken the time to come up with the right survey questions based on The
Theory of Planned Behavior. TPB indicates that factors such as emotbosckescand media or knowledge
influence théehavioof a perso. Based on these categories, we have designed various questions to determine
the Behavior Intention of thparticipantsin addition, this research has included questions to find oge the a

and gender. This expedrt is designed in order to increaseptieision of the answgrarticipantgive. This

process is called expegital design (Valerie J. Easton and John H. McColl's 1997).
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Figure 34 The Theory of Planned Behavior (Ajzen, 1991)

For this research, it is vémportant that at the end of the study, so when analyzing the data, the correct and
valid answers are analyzed. It is important that the anstiveadicipantsire analyzed with Al listed in the
descriptions of the three products. We assume thapatieipantswith knowledge of Al, find out that a
product possesses Al, they accept the products legmtticipantsvithout knowledge of AParticipants

without knowledge of Al accept these products faster because sometimes sociakrerairomeda
influence without knowing how Al technologies genandfgrocess personal data.

The next part of Completely Randomized Design is the "Comtygdrevent expemiertal bias, | observed

in our social environert beforehand who might have knowledgélodnd who did not. This selection
criterion was that thgarticipantsvere not already using Al technologies. The reason for this approach is to
make sure to cover the precision of the answers and that | wanted to explore the penoaricipaots
concerning the technologies at thatmad and if they would like to buy them (with or without knowing the
technologies are possessing Al). We sliteal anorgarticipantgor this study to include the error margin of
the sample in data analysis. This studyd deviate completely iSarvey with Description of Ah the
description was answered bymargicipantvithout knowledge oflAParticipantdo not know what Al entails
and there is a good chance that the answers will be filléeréndyf if Al is called differently, such as smart
devices or intelligent technologies. The same ap@iavéy without Desption of Alin the description of
participantsvith knowledge of Al.

3.4 Questionnaire expearnal survey

As indicated earlier, this study has been chosen to collect data via a survey. And the method (Completely
Randomized Design) has ensuredpidtipantsare chosen completely randomlym@hyparticipantsthe

researchers did not know what their backgt is and what their field is. The same appliesgartigpants

they did not know what this investigation or survey was about at the start. The intention was to let the
participantdill in the survey without any premise, without any backgroundatifsn and explanation. The

only thing that was important to theeaasher is the age categories. During sending out, the researchers closely
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monitored the progress of the surveys to see wipgttimipantof all age categories had completed the
surveyg. Various communication channels have been used for this, ldn&bdig FacebookyWhatsApp
and unknowiparticipantsvho have been approached via friends or family to participate in this research.

The theory of Planndzkhavioexplains thatumanbehavioris guided by three different streams; Behavioral
Beliefs, whiclindicates what kind of attitude someone has with regard to Al and what emotions come into
play here, for example. So someone Faseableor unfavorablettitude. Normative Beliefsgpects the

factors from a social perspective and whether friendaraityl influence the acceptance of Al. The final
tendency is the control beliefs that indicate whether there are factors that influence whether someone has the
means, for example, monty purchase technology with Al. Also, have the belief that younkawéla
understand the ability to understand Al. Perceived Behavioral Control iscofterderatiorof Actual

Control which indicates whether someone actually has thedigeoarid skills to understand Al technology.

The combination of bothuerents can ensure thahaviolis predicted, this will skip the prediction of the
intention. Furthermore, the rule is that the more subjective norm and attitude are pleasanikéhetheree |

is that Perceived Behavior Control is less convincitigit $be intention is strong that someone will accept

an Al technology. But the Perceived Behavioral Control can be invalidated by unusual and impulsive events,
meaning that the intertids lost.

Because the research took place in the Netherlande &nddh population was central during this research,
the questions were also asked in Duiicthe Appendix A have set up a translated version of the survey.
These questions were depeld on the basis of The Theory of Planned Behavior and the ditefatjaen
2016 "Constructing a Theory of Planned Behavior Questionnaire”. It explains how you can best ask the
guestions of the different beliefs in order to predict the behavipatifi@ant Ajzen indicates that a survey
must meet the following recgments;
Definethebehavior
' The researcher must indicate in advance what the behavartidipanican be.
The expectation pattern of this study wasptdicipantsvith the kiowledge of Al
do not accept the three products.
Specifying the Research Population
" Ajzen explains that it is necessary fopdntcipant$o be able to sort out carefully.
For this research | chose to use different age categories. | hakeraistaccount
possible experience in Al with bot@nand aVomenof the Dutch population.

3.5 External influence during exmenit

The surveys were sent taliticipantsn July 15, 2019 until July 29, 2018adltipantdiad the oppdunity

to canplete the surveys. This is a-iwaek period that | needed to collect the data. During this period, an
event took place after the survey was sent. This was noticed after | had several conversations with the
participant@bout the course of tlevent and dw they experienced this. Furthermore | have also observed
various external factors (the same period) which may have influepaditijpp@ntand their answers. These

factors may have influenced the Attitude, Social Norm and perceivedr&8eBGawitroland of course

ultimately the acceptanceAdfificial Intelligencéintention and Behavior) in the three different products

which were applied for this research (Tesla, Google Home and SimCam).
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News in the media

Various Dutchness our ces (nrc. nl , nu.nl, telegraaf.nl é. .)
investigation into leaked voice recordings from Google Home users. Google claims that nobody listens to you
if you use a smart speaker or the @GoAgsistant onour phone. After all, the assistant consists entirely of
software that answers commands such as "Turn off the light" or questions such as "What time does my flight
to Paris leave", or "Will it rain tomorrow?" Google's privacy condigarly state théte company collects

voice and audio clips. The survey question fpattieipantstated that only conversations after the assistant

was activated via the necessary commands were recorded.

0The I ntell i gendvailable n tdtch langdageoTine liGadigegt lspeaker is geadralyalways on ¢
standby. The device can be turned off completely with a button in most cases. In standby mode, it is activat
commandsThe major suppliers shictazasn, Sonos and Googbertmampicated that the device does not record
ambient noise when it is not activated. It is possible that an assignment history is preserviedy thys can later be |
the user. o
Hijink, M.(Schipper, 2018)

The softvare behind Google Assistaat been trained with existing speech databases, including from
Google Voice Search. In order to further improve speech recogaitibalso to properly interpret the
statements of users in language areas such as theridsti@dagle will continue ttinker with the
algorithms. This is partly automated and partly with human analysts who haveaioylahelt fragments.
According to Google, these cannot be traced to people or Google accounts. | receivedamd read
messages, one of tharticipats send me a text message:

0This is why | gave option 3, why | do

Thisparticipangave a score 3 to the Google Home Assistant and score 3 is Detractors.

Daarom gaf ik deze optie 3 dat ik dit niet zou gebruiken

Also, read as in various comments on the internet at news pages or comments on blogs.
OPeople are crazy! Why would you want t ocarpemat a | i

Because it is now in fashion?¢6
(comment@nemorething.nl, 2019)
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3.6 Techniques (Data analysis)

There arenanydifferent types of techniques for conducting quality research and generating data. The most
common technique is interviews and tHeservations. This kind of researchoisecby means of having a
conversation and then recording it, which is stored as private data. This is then analyzed and sorted according
to usability. This study does not use an interview but, as indicated sareyofln this case, a digital surve

called Qualtrics from Leiden university was chosen. This indicates that this research uses a traditional survey
that is supported by new techniques. Qualtrics ensures that researchers can access easieciantl more effi
participant&nd can collect aradalyze data. As soon as | have received all the surveys frartidipants

it is possible within Qualtrics to analyze data directly and easily and to render it in different visual ways. The
reason why Qualtricadh been chosen due to the fact thaieidsy to use and easy to send out via smartphones.

This research assumes fheaticipantpossess a smartphone gadicipant@re able to submit the survey

back after communicated end date is expired.

3.7 Limitaibns and Quality of the Study

This stug, like other studies often face sometimes methodological and Researcher limitation. Possible
limitations regarding methodological are often related to external factors which might limit the research.
Researcher linations are more out of control of theegon who performs the research (e.g. cultural, language,
gender or age limitations).

3.7.1 Possible Methodological Limitations

Impact limitation might be one of the limitations this or future research might face due to the fact that the
research scopetso narrow and focuses on few or one groupadicipantsin this case the research is
focusedon the acceptance of Artificial Intelligent home devices in the Netherlands but does not cover the
whole population. This research and its results might ragtpbeable for other countries with different
policies. Also the adoption results might beelirdue to the fact that researchers might explore different
culture with differennertality and habits. Drawing the conclusion that a research is limjtagples if the

end result is not a reflection of the hypothesis earlier defined in tha.rbtessare used to collect the data

is also a very common limitation for researchers due to less quality data which has been collected. In this case
the surveis a qualitative method based on the questions the survey has. This means that the ousome depen
strongly on the questions therticipantdrave to answer. After collecting and analyzing the data, researchers
might face some regret or challenges thgets the intention to perform the survey all over again if some
critical questions are forgotte

3.7.2 Possible Limitations of the Researcher

Accesdgo people for the survey can limit the research. Researchers that are applying surveys foit@ollecting da
and are depending on people to answer questions. These answers are collected andhesgamigadiZEd

data are eventually the evidence for the outcome, the conclusion amem@aioon. Also access to other
information such as information likeAatificial Intelligent devices which are approved by the goerern

This is still a gray arele to the fact that the govaert doesn't have their hands on regulations and policies

for these products and innovations.
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4. Results (Descriptive anfeiential Statistics)

This chapter provides an overview of all the findings of the surveystedtmpthearticipantsAs indicated

in previous chapters, the questions are designed on the basis of the Theory of Planned Behavior and are
therefore also tegorized under "Personal Questions"”, "Attitude", "Perceived Norm" and "Perceived
Behavioral Cdrol". To discuss the results and visualize them | use Qualtrics Data Analysis for the Descriptive
Statistics and JASP for Inferential Statistics. This prawitkes picture of the results. For some questions, |

will also have to copy the answers lliyebacause thmarticipantsometimes had to answer open questions.

These answers are shown in italicaeduoted

Survey Survey withArtificial | Survey withut Artificial Total
Intelligencelescription| Intelligencelescription

Received 43 33 76

Table 41 Survey overview

4.1 Expemertal Questions (Descriptive Analyses)

As indicated in th&ethods" chapter and the data collection section, that use was mad@oofletely
Randomized Design exmeeit and snowballing sampling. In this section we will discuss the answers of the
partidpants The Experertal Questions are questions abbwed different products that possesses Al
techniques; Prl. Tesla car, Pr2ogko Home Voice Assistant and Pr3. Scam Home Security Camera. As
indicated in other chapters, | have used two differerlysuRegarding the questions, | have formulated the
products in two different ways, one survey has a description with Al ancethwbdtiAs described in my
hypothesisHO: avareness of Al does not have influence the acceptance of Al technologiesBaiadg

aware of Al in products does influence the saoep of Al technologiesor the questions about the three
products | optedbr a Net Promoter Score (NPS) which is an importgrifétéormancéndicator to be able

to trace the opponents (Detractors), Baast (Passives) and Promoter (Promoters) (Qualtrics, 2019). This
happened on a scale of 1 to 10. Where Detrar®pmrticipants who gave a score from 0, tBassives,
paticipants who gave a score of 7 or 8 and Promoters (participants whogavef® ©r 10).

Net Promoter Score (NPS)

Detractors Passives Promoters

Table 42 NPS Keyperformancéndicator

The fomula for calculating NPS is NPS = percentage of promttiensercentage of detractors. A result is

a number betweefh00 and 100. For example, if there are 60% Promoters and 50% DetractBfs j$HEON

(60%- 50% = 10). Passives have no direct irdkien the NPS score. Normally this method is used to measure
cugomer satisfaction within organizations, but it can also be used for other purposes to measure. Whether
someone recomerds a companyr@ product, the score makes the same clear in bothAsaskeswnin
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chapter 4.2.1we have a number of different daltons and results from both surveys. RegardiSgithey

with Description of Akurvey, we see different resultdidr. Tesla car, Pr2. Google Home Voice Assistant
and Pr3SimCanHome Security Camera. In the overview we also seefeostdleéo 10, where 10 is very
likely that a participant will use a product in his or her daily life and of course 0 megaidipainddoes

not see him or herself using a product #ith . S 8urveyemthoud Description of &l asinteresting
figures despite fewer respondents.

41.1 Survey witArtificial Intelligenceescription

Product 1. Tesla car

For theparticipantsthis was the firsugstion they received when completingtieeptance of Al survey in

the descriptions of the three products. The promoters are the ones who wilerdaifiesla car, Passives

ones are thparticimntswho are "satisfied". The expectations dirsicipahare met, but that's it. Passives

are indfferent to Al technology in this study. With an attractive alternative, these passionate people will very
easily no longer want to use Al technologeascipantsvho give this score will rather share theiriexpe

than really recomerd it to friendsand family. The Detractors will not promote a Tesla car but rather advise
against, for example, friends and family. Figures show that the majorityogévefarsand 8, which means

that Passives get the mosires. This can have several reasons sleciowledge or other experiences, not

being able to trust Tesla's Autopilot completely. What strikes mpastitipantsjuickly associate Tesla cars

with selfdriving carsUnti this year, Tesla cars were unaffordab&"normal” citizen with an average salary.

But the Tesla Model 3 has changed that because the electric Tesla Model 3 is one of the most wanted cars
amorg lease drivers due to the low tax liability. As a nestgtand more citizens can drive a Beglahere

is also a chance that thaticipant®f this study have experience with a Tesla car. Furthermore Detractors
then the most score which variesveen 0 and 6 and the Promoters with 8 voters finished last

NPS How high do you estimateetichance that you will use a Tesla car in your daily life if you have the opportunity to do so?

Total | O 1 2 3 4 5 6 7 8 9 10 %
Detractors | 16 3 1 2 0 4 3 3 0 0 0 0 37.2
Passives 19 0 0 0 0 0 0 0 7 12 0 0 44.2
Promoters | 8 0 0 0 0 0 0 0 0 0 2 6 18.6
Total NPS -18.6
NPS = percentage of promotepercentage of detractors

Table 8 NPS score Tesla car

What is striking is thatanyparticipantsire not irfavorof a Tesla after readithe description about the use

of Al and how Tesla handles and processes data. The descriptions come fromahefaaureand
therefore what a customer reads on the Tesla website. MosbBetradetween the age categat 030

and 31- 50 & shown in the table4 This may mean that this age category has more knowledge of what Al
does and also what products these techniques use.
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Age Total 0 1 2 3 4 5 6 7 8 9 10

Total 43 3 1 2 0 4 3 3 7 11 2 6
Count

18-30 | 48.8% | 0.0% 0.0% 100% 0.0% 50.0% | 33.3% | 33.3% | 57.1% | 50.0% | 50.0% | 66.7%

31-50 | 39.5% | 100.% | 100.% | 0.0% 0.0% 25.0% | 66.7% | 33.3% | 28.6% | 33.3% | 50.0% | 33.3%

51-70 | 9.3% 0.0% 0.0% 0.0% 0.0% 25.0% | 0.0% 33.3% | 14.3% | 8.3% 0.0% 0.0%

70+ 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Table 44 Tesla Age scores

With regard to gender, it can be seen that it varies betem@mmd\Womenand that it runs roughly the same

with 53.5% and 44®20f theparticipantsWhat is also evident is that of@Heromoters, only 1 was@ammen

from theparticipantsThis may have to do with the fact that the fepaatecipantdhave nothing to doiti

cars and certainly not a car like Tesla whesman@ases you as a driver cannot have control. The émswers

the questio® Whi ch of the opti ons belAdstficialdnteliggta@mfirmthisn k i s
even more because 25 ofpalfticipantprefer to drive a car when it comes to giving contrAtttficial
Intelligenceat one of the options. The options were: Driving, Construction, Surgery (operation), Financial
services, None of the options, Home security, Custoniee sare Personal recomrdations. And of these,

16 menand9 Women The highest score can berfbin Passives people wigparticipantsmost of whom

fall under the age category B8 with 57.1% for score 7 and 50% of the votes for score 8pahespants

can still switch to Promoters or Detraciarthe future. This all depends on varfag$ors that can cause
participantso accept morArtificial Intelligenceechnologies.

Gender | Total 0 1 2 3 4 5 6 7 8 9 10
Total 43 3 1 2 0 4 3 3 7 11 2 6
Count

men 53.5% | 33.3% | 100.% | 100.% | 0.0% 25.0% | 66.7% | 33.3% | 42.9% | 41.7% | 100.% | 83.3%
Women | 44.2% | 66.7% | 0.0% 0.0% 0.0% 75.0% | 33.3% | 66.7% | 57.1% | 50.0% | 0.0% 16.7%

Table 45 Tesla Gender scores

Product 2. Google Home Assistant

The second question of thigpermert is the question about Google Home Assistant where this product uses
speech recognition. Concerning the Google Home Assistant, this topic will be discussed later in this chapter
because ithe same period as tparticipantdrad time to fill in te surveythe news message was published

that Google will launch an investigation into leaked conversations via the Google Assistant. In the overview
below, it is immediately noticeable that aderable number ghrticipantfiave chosen Detractors.tBere

isa good chance that this is due to the news item. However, not everyone was shocked by the news because it
was not a technical error butiananerror when training th&rtificial Intelligencalgorithm. Detractors are
consierably lgh with 59.5%, hereafter the Passives with 26.2% and Promoters with 14.3&ftiziphats

After the Detractors, Jdarticipantsall under Passives with 26.2%. As indicated ebdis drparticipants

where they can become both DetracosPronoters in the future.
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Q2 Ho’\)/v high do you estimate the chance that you will use a Google Home Assistant in your daily life if you have th® ajup

S07

Total | O 1 3 4 5 6 7 8 9 10 %
Detractors | 25 3 3 5 2 7 3 0 0 0 0 59.5
Passives 11 0 0 0 0 0 0 4 7 0 0 26.2
Promoters | 6 0 0 0 0 0 0 0 0 2 4 14.3
Total NPS -45.2
NPS = percentage of promoteggercentage of detractors

Table 46 NPS score Godg Home Assistant

Largely of the Detractors fall under308with 50% and 380 with 40.5% age category. Regarding Google

Home Assistant as a product, it can be seen that it is mainly used by younger target groups. Making a reservation
through a voiceommandat a restaurais of this time, as it is for a Tesla@r a smart security camera. Cars,
speakers and security cameras have always existed, but these products have now been made smarter by mea

of new techniques, includifgificial Intelligace

Age Total 0 1 2 3 4 5 6 7 8 9 10
Total 43 3 3 2 5 2 7 3 4 7 2 4
Count

18- 30 50.0% | 33.3% | 66.7% | 50.0% | 100.% | 100.% | 14.3% | 33.3% | 25.0% | 57.1% | 50.0% | 50.0%
31-50 40.5% | 66.7% | 33.3% | 0.0% 0.0% 0.0% 71.4% | 66.7% | 25.0% | 42.9% | 50.0% [ 50.0%
51-70 | 9.5% 0.0% 0.0% 50.0% | 0.0% 0.0% 14.3% | 0.0% 50.0% | 0.0% 0.0% 0.0%
70+ 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Table 47 Google Home Assistant age category

We also see in the overview below thatniitlei ageategory 570 there are no promoters, only Dettyes

(score 2 and 5) and Passives (score 7). Furthermore, we do not see any striking figures between the different
genders because the product is popular for the home or office, for exampteeartsdhtaevery family

member or colleague can use it.

Gender | Total 0 1 2 3 4 5 6 7 8 9 10
Total 43 3 3 2 5 2 7 3 4 7 2 4
Count

Men 54.8% | 0.0% 66.7% | 50.0% | 40.0% | 50.0% | 71.4% | 100.% | 0.0% 71.4% | 50.0% | 75.0%
Women | 45.2% | 100% | 33.3% | 50.0% | 60.0% | 50.0% | 28.6% | 0.0% 100.% | 28.6% | 50.0% | 25.0%

Table 48 Google Home Assistant gender category
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Product 3.SimCamHome Security Camera

The last and third product of this research iSithn€anHome Security camera. We also see stfifimgs

with this product. This product uses image redognéchniques throughrtificial Intelligenc&/ideo and
Image Recognition. What we see is that Detractors score with 41.9%s R#ébhs#44.2% and Promoters
moderately witth4.0%. This indicates that 41.9% op#méicipantsvouldrather not recomerd this product

or would like to have it at home. 44.2% think security is important, bytathiegeantare not enthusiastic
enoudp to become Promoters. Passives can beamaetdrs due to incidents (burglary on a home network
that exposes personal data) or become Promoters after a very long good experg&int@anitbut this
requires time. Promoters have 14.0% as indicatesgp@hticipantdelieve the technology anehbfits of

this product if they take it home. They wil eégonmerd it to others, such as their social enxiern

Q3 How high do you estimate the chance that you willSisgCamn your daily life if yohave the opportunity to do so?

Total | O 1 2 3 4 5 6 7 8 9 10 %
Detractors | 18 3 0 2 3 0 5 5 0 0 0 0 41.9
Passives 19 0 0 0 0 0 0 0 11 8 0 0 44.2
Promoters | 6 0 0 0 0 0 0 0 0 0 4 2 14.0
Total NPS -27.9
NPS = percentage of promotefsercentage afetractors

Table 2 NPS sco&mCarklome Security Camera

Passives haveethighest score among paticipantand with regard to the different age categories, we also
see that among the age categori@® 18 0st Passives score. The Detractors show that espe@alifiaind
age category &D, mosparticipantscore with 1participantsthen age category-3@with 7 participants

and the number gfarticipantsire 2 under age category’81

Age Total 0 1 2 3 4 5 6 7 8 9 10
Total 43 3 0 2 3 0 5 5 11 8 4 2
Count

18-30 | 48.8% | 33.3% | 0.0% 50.0% | 33.3% | 0.0% 60.0% | 20.0% | 72.7% | 37.5% | 50.0% | 50.0%

31-50 | 41.9% | 66.7% | 0.0% 50.0% | 33.3% | 0.0% 20.0% | 80.0% | 27.3% | 37.5% | 50.0% | 50.0%

51-70 | 9.3% 0.0% 0.0% 0.0% 33.3% | 0.0% 20.0% | 0.0% 0.0% 25.0% | 0.0% 0.0%

70+ 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Table 410SimCanHome Security Camera age category

There were no striking figures found between the two genders because the proportions are fairly similar. This
applies to the numleeof Detractors as well as Passive®eordoters.
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Gender Total Men Women
Total Count 43 24 19
Passives 19 11 8
Promotor 6 3 3
Detractors 18 10 8

Table 411SimCanHome Security Camera gender category

41.2 Survey ithoutArtificial Intelligencdesciption

Product 1. Tesla car

This section of this chapter presents the results of the survey Auitifioiat! Intelligenceeing named in the
descriptions of the three prads; including Tesla car. As a resulpdhtcipantdawe not been informed that
Artificial Intelligencés part of the products, then only piaticipantsvith a lot of knowledgaboutArtificial
Intelligemnceand are aware that these products Adifieial IntelligencéWhen reading this section, we must
also take into account the fact that this survey has fewer respondentsuinaeytiagtArtificial Intdligence

If we look at the overview below, we actuallga®pletely different figures, in relation to the figures from
the survey wherArtificial Intelligencés explicitly namedVhat is striking is that this survey has more
Promoters with 26.4%. We see the highest score in the Reisisi®6s1% of thparticipantsthen Detractors
with 27.5%. We also see an NPS score of 1.1 which is not extreme, given that an NPS schetwezanvar
-100 and 100.

Q1 How high do you estingthe chance that you will use a Tesla car in youfel#ilydu have the opportunity to do so?

Total | O 1 2 3 4 5 6 7 8 9 10 %
Detractors | 10 0 0 0 1 4 0 5 0 0 0 0 27.5
Passives 15 0 0 0 0 0 0 0 8 7 0 0 46.1
Promoters | 8 0 0 0 0 0 0 0 0 0 5 3 26.4
Total NPS 11
NPS = percentage of promoteggercentage of darctors

Table 4L2NPS score Tesla car

If we look further at the different age categories, we see that the age ce28gignd8 out above all other
categdes with 54.9%. This actually indicates that this pradtie imost popular with the younger age
category. This product is new andigely discussed becaomssmynew techniques are available and used. It
can be seen that this appeals more to thesmogegeration and data can also be seen froabldng.13The
Promoters therefore only fall under the age categofi@sab@l 3-60. Again, it is just as good to reflect on
the fact that this survey did meértion Artificial Intelligencen the product descriptions. Most Detractalls f
under the age categoryS8land 5170. If we look at these resultsgiéms that the older tharticipantsthe

less they estimate the chance that they will use a Tesla iithieesdd-urthermore, this survey also shows
that a high number @farticipantdall under Passives with a score of 8 and 7, under the ggey 880
(72.1% and 82.6%). T\participantsall under the age category7®land botlparticipantscore dierently
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(Detractorand Passive) but one gives a score of 6 Whaindér Detractors and the other 7 what falls under
Passives. Both canldiié convinced or disappointed in the future.

Age Total 0 1 2 3 4 5 6 7 8 9 10
Total 33 0 0 0 1 4 0 5 8 7 5 3
Count

18-30 | 54.9% | 0.0% 0.0% 0.0% 100% 41.7% | 0.0% 0.0% 72.1% | 82.86 53.3% | 28.6%

31-50 | 38.3% | 0.0% 0.0% 0.0% 0.0% 58.3% | 0.0% 70.8% | 14.0% | 17.4% | 46.7% | 71.4%

51-70 | 6.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 29.2% | 14.0% | 0.0% 0.0% 0.0%

70+ 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Table 413Tesla Age scores

If we look further at the results and in particular the gender, we see that of all Detractors (10), only one male
gender estimates the chance that he with 0®sla car in his daily life. Hadicipantfalls under the age

category 5Y0 if we look athetable 4.13That 70.8 % of th@omenwho gave a score of 6 all fall under the

age category &D. We also see very striking numbeByahoters, because here too we see that the male
gender in particular scoréghh This is remarkable be@id$% of thgarticipantdn this survey angomen

In the survey in whichrtificial Intelligences explicitymertioned, we also see thagnin particular estimate

the chance that they will @as€esla car in their dailyebv

Gender | Total 0 1 2 3 4 5 6 7 8 9 10
Total 33 0 0 0 1 4 0 5 7 7 5 3
Count

Men 29.0% | 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 29.2% | 51.5% | 0.0% 46.7% | 714%
Women | 71.0% | 0.0% 0.0% 0.0% 100% 100% 0.0% 70.8% | 48.5% | 100% 53.3% | 28.6%

Table 414 Tesla Genderategory

Product 2. Google HomeAssistant

The score of the Google Home Assistant is, as indicated earligerestirig overview, because the
participantamay have been influenced by asneessage during the period ffaticipantsvere able to
complete the survey. We will elaborate on thisifathis chapter under Perceived Norm. Although we see
that now Déractors no longer score highest with 38.9%, but with Passives (40.9%)maeittr$now also
scoring higher with 20.2%. As a result, we also see that the NPS is lower than thevhiaivaytificial
Intelligencénas been nameihis only indicates that this product has more Promoters.
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Q2 How high doyou estimate the chance that you will use a Google Home in your daily life if yowppeeuhéy to do so?

Total | O 1 2 3 4 5 6 7 8 9 10 %
Detractors | 13 1 1 0 2 1 5 4 0 0 0 0 38.9
Passives 15 0 0 0 0 0 0 0 8 7 0 0 40.9
Promoters | 5 0 0 0 0 0 0 0 0 0 2 3 20.2
Total NPS 18.7
NPS = percentage of promoteggercentage of detractors

Table 415NPS score Google Home Assistant

If we look attheseparticipantsand want to know how highly they rate their knowledge Abtdfidial

Intelligence t he O0Knowl edged overview below comes in han
scores give moparticipantshenselves this score when it comes to estimating how high their knowledge is
aboutArtificial Intelligene In general, the overview below shows how highpattieipant®stimate their

knowledge aboutrtificid IntelligenceWe can therefore conclude from this thapéngcipantgeneally do

not have much knowledgeAdtificial Intelligence

Knowle | How high do you rate your knowledge alatificial Intellgence

dge

Total 0 1 2 3 4 5 6 7 8 9 10
Total 3 0 2 3 2 2 6 12 3 2 0 0
Count

Men 29.0% | 0.0% 0.0% 63.6% | 41.7% | 46.2% | 0.0% 13.4% | 38.9% [ 100% 0.0% 0.0%

Women| 71.0% | 0.0% 100% 36.4% | 58.3% | 53.8% | 100% 86.6% | 61.1% | 0.0% 0.0% 0.0%

Table 416 Google Home Assistakihowledge score

Regarding the age carégg we see that especially the lagfaeen 180 score high with 54.9%, then age
categories 230 with 38.3% and age categories05with 6.7%. What can be seen is that ofdbe age
categories 180 and 350 fall under Passives and Promoters.ohhisndicates that these age groigigyh
estimate the likelihood that they will use this product in their daily lives.

Age Total 0 1 2 3 4 5 6 7 8 9 10
Total 33 1 1 0 2 1 5 4 7 7 2 3
Count

18-30 | 54.9% | 0.0% 0.0% 0.0% 100% 0.0% 100% 46.4% | 37.2% | 80.6% | 38.5% | 38.5%

31-50 | 38.3% | 0.0% 100% 0.0% 0.0% 0.0% 0.0% 53.6% | 48.8% | 19.4% | 61.5% | 61.5%

51-70 | 6.7% 100% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 14.0% | 0.0% 0.0% 0.0%

70+ 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
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Table 417Google Home Assistant Age category

This shows thatvomenin particular are in the majority with 71%, even when it comes to Promoters, we see
thatWomenin paticular score highest. This trend actually continues from the score Sete 1l0aMomen

scores highest. Hereby it is good to reflect on the fact tpatticgantfave been given a description of the
products withouArtificial Intelligencéeing named. So tparticipantglo not know that the pducts use
Artificial Intelligencéhey lack the knowledge, but when we look at the knowledge overpewtjdipants
generally have little knoude.

Gender | Total 0 1 2 3 4 5 6 7 8 9 10
Total 33 1 1 0 2 1 5 4 6 7 2 3
Count

Men 29.0% | 100% 100% [ 0.0% 0.0% 0.0% 25.0% | 32.1% | 18.2% | 38.9% | 38.5% | 0.0%
Women | 71.0% | 0.0% 0.0% 0.0% 100% [ 0.0% 75.0% | 67.9% | 81.8% | 61.1% | 61.5% | 100%

Table 418 Google Home Assistant Gender category

Product 3.SimCamHo me Security Camera

The third and final experertal question of this survey is BimCansecurity camera. Immediately noticeable
are the numbers among Passives and Promatiemsittat 34.95%. This allows us to see that for the first time
in this studyDetractors score less than Promoters. With regard to this product, Promoters schesmore t
Detractors, indicating that 34.95% gbaiticipantgonsider themselves to behhydikely to use tH®mCam
security camera in their daily lives. We alsbessame numbers in the Passives with 12 pattieipants

We can therefore concludeat mostparticipantg24) are on the right half of the scoreboard against 9
DetractorgarticipantsAmong the Detractors, the scores are different between 1 dgindréeeparticipants
giving a score of 5. With mgoarticipantsthe other survey haslower number of Promoters, namely 6
participantsersus 1participantor this surve.

Q3 How high do you estimate the chance that you willSiseCamn your dily life if you have the opportunity to do so?

Total | O 1 2 3 4 5 6 7 8 9 10 %
Detractors | 9 0 1 2 1 1 3 1 0 0 0 0 30.10
Passives 12 0 0 0 0 0 0 0 6 6 0 0 34.95
Promoters | 12 0 0 0 0 0 0 0 0 0 7 5 34.95
Total NPS -4.85
NPS = percentage of promotefgercenage of detractors

Table 419NPS score Home Security Camera

Among the different age categories, we maimyasggoungparticipantd 830 with 54.9%, age category 31
50 with 38.3% and D age category with 6.7%der the age category3®B 6participanthave indicated
that they fall under Detractors, 7 have indicated that they see themselves as Passivespanticipahthe
think they are Promoters, they will reomerd theSimCanto friends and family. Undihe age category-51
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70 it can be seen that thpadicipantsre likely to estimate that they will use a smart security cameras in their
home and daily life. The probipvaries between Passives (8) and Promoter (9)patiegeantsvill quickly

accept this product, or it will continue to be when thage&ipantdind out howArtificial Intelligenceeally

works, | don't know and I'll leatreatto another research.

Age Total 0 1 2 3 4 5 6 7 8 9 10
Total 33 0 1 2 1 1 3 1 6 6 7 5
Count

18-30 | 54.9% | 0.0% 100% 50.0% | 100% 100% 36.8% | 100% 78.0% | 36.4% | 29.0% | 50.0%

31-50 | 38.3% | 0.0% 0.0% 50.0% [ 0.0% 0.0% 63.2% | 0.0% 22.0% | 42.4% | 51.6% | 50.0%

51-70 | 6.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 21.2% | 19.4% | 0.0%

70+ 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Table 420SimCanHome Security Camehge category

We know from this survey tA&fomenare i the majority with 71% anagenwith 29%. 8Vomenthink their

chances aramall that they will use this product in their daily liW&sntenfall under Passives and 8 under
Promoters. Thearticipard did not get the questions about the threelymts thairtificial Intelligencés

part of the techmlogy that is used. What is striking is that in the questions under Attitude, Y2®@8emof

score as Detractorsinthe questi 0 How wo ul dArfigaliintdlligekcel etvdo cleavé n your
| will elaborate on thlater in the Attitude section.

Q12 Hoe zou u het vinden om apparaten met Kunstmatige Intelligentie te hebben in uw huis?
Total Passives Promotor Detractors

Total Count 33 13 3 11

Men 29.0% 29.2% 32.1% 27.1%

Women 71.0% 70.8% 67.9% 72.9%

Table4.21Q12Gendercategory

Gender | Total 0 1 2 3 4 5 6 7 8 9 10
Total 33 0 1 2 1 1 3 1 5 6 7 5
Count

Men 29.0% | 0.0% 0.0% 0.0% 100% 0.0% 0.0% 0.0% 29.0% | 60.6% | 38.7% | 23.3%

Women | 71.0% | 0.0% 100% 100% 0.0% 100% 100% 100% 710% | 39.4% | 61.3% | 76.7%

Table 422 SimCanHome Security Came&ender category
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42 Experimental Questions Analysis

The overview below shows theulés of both surveys. We see the total of all three scores (Detractags, Passiv
Promoters) and the total NPS. Here we can draw different conclusions and see if the hypotresiaaithis

is correct and whether the main question can be answeréus Bull be further discussed later in the
Conclusion and Discussion chapténg overview below shows the three products that have been part of the
survey and functioned as an experti. The first thing that strikes me is thatticipantérom the savey with
Artificial Intelligencén the description wigenerally promote the products less. peiicipantgrom the
survey withouArtificial Intelligenceare generally more positive and also have mar®teérs. With the
SimCanHome Security Camera, the Promoters even score hayhéndg Detractors, which is not the case
with all other products and both surveys. The fact ipdhaipantsin theArtificial Intelligenceurvey a

much more aware éftificial Intelligencas part othe products. If we compare both results of the Tesla car,
we see that thearticipant®f the survey witArtificial Intelligencscore 17.5% more negatiThis indicates

that they are more Detractors and fewer Promoters. They 8k likely to recamerd Tesla cars.

Product 1. Tesla car

Detractors Passives Promoters Total NPS
Survey with Description 37.2% 44.2% 18.6% -18.6%
of Al in description
Survey without 27.5% 46.1% 26.4% -1.1%
Description of Alin
description

Table 423Tesla car survé&yPSscores

The same applies to the Google Home Assistant speaker. Only this product spoadyweith a45.2%

for the survey withrtificial Intelligencén the description and8.7% NPS for the survey with@utificial
IntelligencePossible cause of this score is further explained inahaniglection "External influence during
expennert". The news coverage of tleaked conversations from Google Home Assistant has only helped
this research with the expait and will only help the reader of this research understand what is meant by
"awaeness" and what impact this may have on the acceptaridfeciafl Intelligencelhe expenien of this
product also receives extra attention freemeader because of the much talked and written about this product
and becauseithis a mucitconsumed product dueAatificial Intellignce If we look at the scoring, we mainly

see that among thaarticipantsof the survey wittrtificial Intelligencés9.9% Detractors score. These
partigpants were explicitly informed that this product onlyAusisial Intelligenceébut also the other survey,

but then through all the news repartst,because it was indicated in the description.

Product 2. Google Home Assistant

Detractors Passives Promoters Total NPS
Survey with Descripti 59.5% 26.2% 14.3% -45.2%
of Al in description
Survey without 38.9% 40.9% 20.2% -18.7%
Description of Alin
description

Table 424 Google Home Assistant sunhfySscores
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Next and final product of the eegimen is theSimCanmHome Security Camera that has emphasized the
hypothesis that prior to this investigation was rhi@deAwareness of Al does not have influence the
acceptare of Al technologies. H1: Being aware of Al in products does influence fhanaecef Al
technolgies. The outcome of this product is different from the other two products, because the survey with
Artificial Intelligencén the aescription received for the first time a positive NPS score, which indigtated th
the participant®f the survey withourtificial Intelligencen the description for this product is likely to use it

in their daily lives. Furthernegias expected, the survey witificial IntelligencecoresnanyDetractors in

the description, so that the NPS score comes é2it.8%, indicating that this product would rather not be
recommerded or accepted by tpartiégpants

Product 3SimCanHome Security Camera

Detractors Passives Promoters Total NPS
Survey with Description 41.9% 44.2% 14.0% -27.9%
of Al in description
Survey without 30.10% 34.95% 34.95% 4.85%
Description of Alin
description

Table 425SimCanHome Security Casma survey NPS scores

4.3 Behavioral Intention (Inferential Statistics)

In this section, we make a further analysis of the data from both surveys. We do the analyd$ts ising JAS
which we have loaded both groups (With and Withouh Aixperimental gegons) and then do an
Independent SampleTest analysis. | have chosen to udes,talso called the Weldhdt, to compare the
averages of a maximum of two groups. ¢ teveled the groups withSlufvey without Description of )Al

and group 2Suwey with Description of AlWhere | stated in the hypotheggld: Being aware of Al in
products does influence the acceptance of Al technpleh@she essence of this resieds to know what

the participant®f the experimental sugvthink after thexperimental questionsAdtificial Intelligencand
whethermarticipantavith awarenessf Al don't intend to accept Al technologies. | compared both means.
With a Welch-teg, the rule applies that the greater thalue, the more ¢hne is a differeechetween both
groups. And on the other hand, when tbeote is small, the more the groups are the same. When you run a
test, the bigger thesalue, the more likely it is th@e results are repeatable.

Below | explain the resulfsea | uploaded th data of the experimental questions into JASP. The experimental
guestions are the most important part of this research bpagitpantsdid not receive any additional
information aboudrtificial IntelligenceTlhe statistical resulislow are part dhferential statistics. Such-as t

test, This makes it possible to make predictions and look into future expectations. For example, a score of 3
indicates that both groups diffaree times as much from each other. When performitegtathe higher

thescore, the greater the chance that the results will occur again. If we look at the results below; we see the t
score of 1,395 for Q4 (Tesla car), indicating there are ndliffejences between the two groups (differences
between thewo means from bothroups). We also see-agtue of 0.084, which equals 8.4%. So 8.4%
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probability that the results from an experiment happened by chance. The number of per cent explains the
charte that the result of Q4 will occur again, and so theisestaltisticallyignificant. The result of Q4 is
significant if p < .20 and for the results of questions Q5 and Q6 are significant if p < .05. The differences in p
values are based on thale (ttp://www.ttableorg/#).

Expermental Questions
Independent SamplesTEst

t df p
Q4 1.395 72.244 0.084
Q5 1.866 73.879 0.033
Q6 1.677 69.991 0.049

Note. Welch-test.
Note. For all tts, the alternative hypothgki: > H1:)specifies that group 1 is gredtantgroup 2.

Levene'sest is significant (p < .20 for Q4, Q5 and Q6 p < .05), suggesting a violation of the equal
assumption.

Group Descriptive
Group N Mean
Q4 1 33 7.152
2 43 6.395
Q5 1 33 6.455
2 42 5.302
Q6 1 33 7.152
2 43 6.163

The results of Q5 (Google Home Assistant) show a higakretwith 1,866. Which indicates that a larger
difference, of the mean between the two surveys, as an outcome accordifighie tfgy tmeans of the t
table, we were abledetermine the-value and figure out thevplue. If we look at theyalue then we can
conclude that the result is valid becausethiip stays below the "Twailed” score of p<0.05.

The last experimental question is Q6 (SimCam Home SecuritjgoK atehe result, we see that thaltie

is between thevalue of Q4 (1,395) and Q5 (1,866) with a 1-\@dudd. This indicates that the surveys of both
groups differ less from each other, compared to Q5, and more differ from each other, co@®ared to
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43.1 Theory of Planned Behavior Questionnaire

The Theory of Planned behavior explains that human behavior is guided by three different streams; Behavioral
Beliefs, which indicates what kind of attitude someone has with refjdificial Intelliggnceand what

emotions come into play here, for example. So someone has a favorable or unfavorable attitude. Normative
Beliefs projects the factors from a social perspective and whether friends and family influence the acceptance
of Artificial IntelligenceThe finalconstructs the control beliefs that indicate whether there are factors that
influence whether someone has the means, for example, money, to purchase technattfigialith
Intelligence Also have théelievethat you have and will undenst the ability to understamttificial

Intelligence Perceived Behavioral Control is often a reflection of Actual Control which indicates whether
someone actually has the knowledge and skills to undeXdiéinl Intelligencetechnology. The
combinaibn of both currents can ensure that behavior is predicted, this will skip the prediction of the intention.
Furthermore, the rule is that the more subjective norm and attitude are pleasant, the more likely there is that
Perceived Behavior Control is lemsvincing, so that the intention is strong that someone will accept an
Artificial Intelligence technology. But the Perceived Behavioral Control can be invalidated by unusual and
impulsive events, meaning that the intention is lost. The overview belodicaiBs what the questions and

results are for both surveys and what role Theory of Planned Behavior played in developing the questions.
After the questions from the three products, the remaining questions from both surveys are all the same. as a
result] have combined the results, because the experiment is no longer relevant to the rest of the survey.

43.1.1 Attitude

As discussed earlier, the Attitude maps the attitugartitgpanto gain insight into what attitudeaaticipant

has towardatrtificial IntelligenceThis section has a total of six different questions: First question (Q10) under
the Attitude believe what an open question that gives me the first impression as reseapdrticipatite

look atArtificial Intelligencand what is #afirst thing that comes to mind. As you can see in the overview
below, | have randomly placed all the answers pattiepant®ne after the other and | have noticed that

the word "Robot" is used quite often because perhapartioipantstill havean image frormoviesabout

"smart" Robots and that it is attacking humanity without any human Edftemltimes the word Robot has

been mentioned by tparticipantsThe robot is just the packaging or the fémtificial Intelligencées about

the catent. What a robot does and the decisions it makes. This has also given me a clear picture of the attitude
| can expect from thparticipantsn general. There have also bericipantsvith a different image of
Artificial Intelligenceuchas; smart ¢oputers from a future perspective or science such as higitiesgIf
thinking.
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Q10 What is the first thing that comes to mind when you think Abtdfidial Intelligence
Answer Count Answer Count Answer Count
Robots 15 Muchto think of 1 computer games 1
Automation 4 Electric cars 1 Boring subject 1
Computers 2 Human 1 Skynet (Terminator) 1
Siri 2 Autopilot 1 Smarter than human 1
Cruise control 2 That computers cando alotal 1 Technical aids 1

| never understand how that is
possible
3d printing 1 That computers are smarter | 1 Technology 1
than us and that will only
become more in the future
Device that learns from il 1 That it is a development of hig| 1 Tesla 1
environment value
Security in home 1 MovieAl 1 Much needed data 1
Scence 1 Domoticamovie 1 Simplify from daily life 1
Something that will bf 1 Cool 1 Will eventually pose a threat| 1
installed to think like to people
human
Movies, where the contr{ 1 Google home 1 Selflearning device, thrdug | 1
over humans will be taken sensors, code and scripting
No privacy 1 Useful 1 Computer systems 1
| believe in this 1 Informatica 1 is it safe? 1
Innovation 1 Art designs higthinking 1 collecting intelligence throug| 1
independence technology technology
Intelligence that atinues 1 Allow machines to 1
independently perform
activities, enable machines to
improve and learn
Surgeries by  Artificig 1 Neuralnetwork 1
Intelligence
Devices and programs g 1 Next gen / smart Tech (self 1
taking over driving cars, etc.)
Phillips, Google, (i.eacuum| 1 nothing 1
cleanens drones
Autonomous cars 1 Privacy 1
Human limits 1 on different levels. E.g.fatme | 1
or for scientific
Progress 1 Research 1
Development with dangers| 1 Society 1

Table 426 Q10participaneinswers: What is the first thing that comes to mind when you thinRdificisl

Intelligenc@

The second question (Q11) is a question that gpadieipants short and easy explanation of iniEicial
Intelligenceis. | did this to make sutteat allparticipanthave enough information for the rest of the survey.

To further clarify the question Q11, we must look at the overview below where | score the highest (emotionally
marked) for each emotion. Tpeaticipatshave had the option to selawiltiple emotions because | can well
understand that when new information comes to light, different emotions can arise. The following is an
overview of both surveys and we see that Enthusiasm scores the highespaticgé2n3 that comes

closestd Very High. We also see that "Angry" and "Sad" score very low patticdiantgor "Angry" and

34 participant§Sad" on Very low. Other emotions such as "Curious", "Anxious" and "Interested" also score
high with an 8 ahtherefore come close to thaywhigh level.
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Q11 Artificial Intelligencés used in devices and programs that respond to data or impulses from their environment and make
decisions based on that. So intelligence with which machiness softvdgvices independently solve problems and / or make deg
They theeby imitate the mind of a human. This type of device is not about computing power, but about the ability to lea
decisions (independently). Can you indicate yougsestiouArtificial Intelligenceelow on a scale of 1 to 10?

Very low 2 8 4 5 6 7 8 9 Very
1 high 10
Enthusi 1.11% 2.33% 9.09% 8.33% 4.62% 15.09% 20.73% 25.53% 17.39% 20.83%
astic 1 1 4 3 3 8 17 24 8 5
Interest 2.22% 0.00% 0.00% 8.33% 7.69% 11.32% 19.51% 23.40% 23.91% 29.17%
ed 2 0 0 3 5 6 16 22 11 7
Nervou 6.67% 13.95% 18.18% 19.44% 24.62% 16.98% 15.85% 5.32% 2.17% 0.00%
s 6 6 8 7 16 9 13 5 1 0
Fear 10.00% 16.28% 27.27% 19.44% 27.69% 9.43% 6.10% 6.38% 4.35% 4.17%
9 7 12 7 18 5 5 6 2 1
Curious 1.11% 0.00% 2.27% 0.00% 7.69% 9.43% 17.07% 21.28% 39.13% | 37.50%
1 0 1 0 5 5 14 20 18 9
Angry 34.44% 34.88% 20.45% 19.44% 4.62% 9.43% 1.22% 1.06% 0.00% 0.00%
31 15 9 7 3 5 1 1 0 0
Sad 37.78% 30.23% 18.18% 13.89% 6.15% 9.43% 1.22% 0.00% 2.17% 0.00%
34 13 8 5 4 5 1 0 1 0

Happy 6.67% 2.33% 4.55% 11.11% 16.92% 18.87% 18.29% 17.02% 10.87% 8.33%
6 1 2 4 11 10 15 16 5 2

Table 427Q11 results about expressing emotions artifitial Intelligence

In the Q12 a question is asked to map thefwheparticipantsHow much does someone wan#dtificial
Intelligencalevice in their home? This question was asked after the experimental questions and Q11 where
Artificial Intelligencwvas explained. 8zd on the results below, we can drawetiffeonclusions later. What

is striking is that Detractors scores more than twice the Promoters and Passives highesttiipad3

But as previously indicated pagticipantsinder Passives depend ontwina future offers and hofurtificial
Intelligencedevelops further. Theparticipantgan still go in any direction.

Q12 Would you like to havrtificial Intelligenceevices in your home? on a scale of 0 to 10

Total 0 1 2 3 4 5 6 7 8 9 10
Total Count 76 1 2 0 0 6 7 11 18 15 3 7
Passives 36 0 0 0 0 0 0 0 18 15 0 0
Promotors 13 0 0 0 0 0 0 0 0 0 3 7
Detractors 27 1 2 0 0 6 7 11 0 0 0 0

Table 428Q12 results: Would you like to havéficial Intelligencéevices in your home?

With the next question (Q13) mtention has been to ask gaticipanthiow much they love new innovative
technologies and whether therepamticipantsvho fall under Promoters. To see the results below, there are
many Detractors (33) and almoshaay Passives (29) where they imaheated that they are enthusiasts but
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not Promoters (12). The conclusion that we can draw from the overview below is the facptréitipasts
are themselves enthusiasts (in general), but there mianglsorenthusiasts.

Q13 To what extentayou consider yourself a fanrofovative technologies? on a scale of 0 to 10

Total 0 1 2 3 4 5 6 7 8 9 10
Total Count 76 2 0 1 3 3 13 11 15 14 6 6
Passives 29 0 0 0 0 0 0 0 15 14 0 0
Promotors 12 0 0 0 0 0 0 0 0 0 6 6
Detractors 33 2 0 1 3 3 13 11 0 0 0 0

Table 429Q13 results: To what extent do you consider yourself a fan of innovative technologies?

Q14 is a question in which | map out the awareness pgdrtiegpantsinder their own personal data. What

can be sedpelow was a bit expected because there are quite a lot of Detractors. Spdngsipamnesvho

find their personal data important and how a device, website or platform uses and processes their data. Fro
the overview below we see Promoters with 38f @& who think it is important how their data is processed.
Then the Passives with 23 of the 75 and 13 Detractors. The Passivgmrtiajpaetsvho use a service or

device that is so valuable to thbat tonfidence in perspective is less impoddhéin than Promoters.

Q14 To what extent do you think it is important how a product handles your personal data? on a scale of 0 to 10
Total 0 1 2 3 4 5 6 7 8 9 10
Total Count 76 0 1 0 2 2 2 6 5 18 9 30
Passives 23 0 0 0 0 0 0 0 5 18 0 0
Promotors 39 0 0 0 0 0 0 0 0 0 9 30
Detractors 13 0 1 0 2 2 2 6 0 0 0 0

Table 430Q14 results importance of personal data

In Q15, | gave thparticipants total of eight options that would make them feel comfortable when executed

by arArtificial Intelligencdaking service from them. Tpeticipantalso had the option of choosing different
options. Highest score (54) get the option "Home secuistgttre also corresponds to the experiment about
SimCam Home Security Camera. Téx is the "Driving" (39) that tparticipantdhiave chosen to have it

done by arrtificial Intelligencelhen the "Construction” with 33 and then "Personal recommeritattbns

24 for when a client is faced with a dilemma or cannot make a choiceidusroptions. The other results

speak for themselves and get a lower score (less priority grtitipants What we see of these
products/services are all existing patsiservices that we have made intelligent. Think of a staircase (is now

an escalar) and whistling kettle (now an electric kettle). The next phase is that intelligence is also integrated
into all devices and services. It becomes a part of everyday life.
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Q15 Which of the options below do you like if it is performed Bytditial Intelligence
# Answer % Count
1 Driving car 18.31% 39
2 Customer service 10.80% 23
3 Home Security 25.35% 54
4 Financial services 10.33% 22
5 Medical surgery 5.63% 12
6 Construction 15.49% 33
7 Personal recommendation 11.27% 24
8 None of these dpns 2.82% 6
Total 100% 213

Table 431Q15 results: service Agtificial Intelligence

43.1.2SociaNorm

If certain actions ardkcisions were made by an individual, predicting his or her intention or behavior is easier.
But that is sometimes not the case because often other factors play a role such as external factors. With
Perceived Norm it is mainly external factors that angeohdipat can influence an individual's decisions. In
addition, It also indicates how importsmme external factors are for an individual. Think of family, friends,
direct colleagues, people with an important position and artists with a large auslerare Jdme examples

of external factors that can influence an individual.

The first questiounder Perceived Standard is Q16 where the question has been developed to map the influence
of friends and relatives of tparticipantsHereby it is importarto find out whetheparticipantgive an

answer in the direction of Promoters. This meanghthiag areparticipantavho have friends and family

members who are enthusiastic about the developmeAtsfiofal IntelligenceThis awareness of the
particimntsmay have an influence on the Behavioral Intention of the rglaxtanpantOne of thefactors

under the Perceived Norm is the social aspect. Religion, culture, race and ethnicity also play a role. If we look
at the results below, we can conclbodetheparticipant®f this study score on average witlp&@Ticipants

among Detractors, $@rticipant®assives, and onlp&rticipant®romoters.

Q16 To what extent are friends and family enthusiastic about the development of prodAdificithntelligencewhere thg
functionalities depend on personal data and behavior?
Total | O 1 2 3 4 5 6 7 8 9 10
Total Count 76 2 0 0 3 5 13 14 27 9 2 1
Passives 36 0 0 0 0 0 0 0 27 9 0 0
Promotors 3 0 0 0 0 0 0 0 0 0 2 1
Detractors 37 2 0 0 3 5 13 14 0 0 0 0

Table 432Q16 results Social Norm
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With Q17 | want to knofrom participantdiow important they think the advice of friends and family is when

it comes to making decisions. Promoters do not score very high in the section either. This immediately gives
me the impression that tharticipant®f this study do nahink it isvery inportant what friends and family

think when making a decision. If we look at the Passives, we se@aliati@dntdave given this score,

because they may be listening, but it does not immediately mean that they are followinceth&ir advi
Detractors we see S@articipantsvho have indicated that, in fact, little or no value has been given to what
friends and family think when making decisions.

Q17 How important do you think the advice of your friends and family is when it corakmteimoices?

Total 0 1 2 3 4 5 6 7 8 9 10
Total Count 76 3 1 8 4 3 15 18 15 6 2 1
Passives 21 0 0 0 0 0 0 0 15 6 0 0
Promotors 3 0 0 0 0 0 0 0 0 0 2 1
Detractors 52 3 1 8 4 3 15 18 0 0 0 0

Table 433Q17 results Socislorm

With the knowledge of tiparticipantshey have had with this question, | want to look into how they thinking
thatArtificial Intelligencean become part of society. As discussed earlier, we alr@aiificisddntelligence

in different ways. I@omputers at work, devices at home or in our mobile phones. Looking at the results, the
participantestimate that there is a good chance that we will be confronted with a future Antifitieh
Intelligencébecomes part of our sety. With a score 80 Promoters, 33 Passive and only 13 Detractors it
means a lot about the imaginatiorptréicipantbave, regardless of their experience, opinion and preferences.

Q18 How likely do you thinRrtificial Intelligencbecomes a part ofir society?

Totd 0 1 2 3 4 5 6 7 8 9 10
Total Count 76 0 0 0 1 1 5 6 14 19 17 13
Passives 33 0 0 0 0 0 0 0 14 19 0 0
Promotors 30 0 0 0 0 0 0 0 0 0 17 13
Detractors 13 0 0 0 1 1 5 6 0 0 0 0

Table 434Q18 resultartificial Intelligenceecome part of our society

43.1.3 Perceived Behavioral Control

As earlier mentioned Perceived Behavioral Control is the fact that a person believes to be able to perform the
already decided behavior. In this case, what kind of mindset the person pesoxmény the behavior. So

a person sees himself as a persomder to achieve a goal or a person does not estimate himself as well when
performing. So as an example we can use whether a person is confident to drive a car with autopilot? for
example, ithis person does not have the knowledge or is not anxiousjgtmeaore likely that it will be easy

for someone to accept than a person with little@elidence, so a lack of knowledge and trust. this does not
always have to match the final regutiay differ slightly. A person can assume that the exedutestam
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action is obvious and easy to carry out, whereas in reality, this is different (Ajzen & FishiRE;di9&d).

Behavioral Contratan havémpactBehavior in two differeriorms First, when someone is confident or

believes in being able &ixé a certain action, they often have more chance of success than someone with less
confidence and doubts. Secondly, we also see that the Perceived Behavioral Control usually functions as the
opartner 6 Actual Contr ol dfeedibghn®rmatomt ext of ser vin

With question Q19 | want to show the general knowledge pdrtigpantsHow much knowledge do the
participantshemselves have aboAttificial Intelligenc® As a esearcher, sefsurance about available
knowledge gives me the impression ofgraoticipantprepare themselves for the Intention. Seeing the results
below, we see a sum of both surveys. In ggratadipantsion't think they have a lot of knowledg&9 is

a question after three experimental questions and an explanatidrntiib@altntelligencdParticipantbave

had the opportunity to compare, compare or test their knowledge in addition to thednffsomatjuestion

Q11 onArtificial Intellgence

Q19 How high do you rate your knowledge abatificial Intelligence

Total 0 1 2 3 4 5 6 7 8 9 10
Total Count| 76 1 2 4 5 8 9 26 11 8 2 0
Passives 19 0 0 0 0 0 0 0 11 8 0 0
Promotor 2 0 0 0 0 0 0 0 0 0 2 0
Detractors | 55 1 2 4 5 8 9 26 0 0 0 0

Table 435Q19 Rating knowledge abadutificial Intelligence

The next question has to do with understanding and being able to use technologiesAitifigihich
Intelligencés a part. The reason this question is askhdtil want to know how convinced gaaticipants

are about their knowledge and thinkinigedfig able to ugkrtificial Intelligencéechnologies. Q19 and Q20

are a bit similar, but Q20 also gskdicipantdo think about the use. The results theeefdso generally
correspond to Q19 with moparticipantsiow are part ofPassives. This chave various reasons, such as

that someparticipantknow how to use the products regardless of their knowledge. There are also more
Promoters in Q20 (7) if werapare it with the previous question.

Q20 To what extent are you convinced that you will staaet and usértificial Intelligencéechnologies easily?
Total 0 1 2 3 4 5 6 7 8 9 10
Total Count 76 0 0 2 3 6 12 9 20 17 3 4
Passives 37 0 0 0 0 0 0 0 20 17 0 0
Promotor 7 0 0 0 0 0 0 0 0 0 3 4
Detractors 32 0 0 2 3 6 12 9 0 0 0 0

Table 436 Q20 Confident about understandiugjficial Intelligenc@echnologies
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With the following question, | want to see to what extpairtaipantfeels comfortable usirgtificial
Intelligenceéechnologies. Control gives confidence and certainty pduicipants in control of adrtificial
Intelligencdgechnology. As an example, we can take the autopilot of a Tesla car. As sootopidothis a
activated while driving, a driver hands twe control to aArtificial Intelligenc@lgorithm. At the same time,

the driver also has the authorization to put an end to the autopilot (for example in the case of too busy
intersections) whichay give garticipanta sense of satisfaction or atagle when using afrtificial
Intelligenceéechnology. Looking at the results belowpangcipanta this study prefer to be in control. From
the figures we can see that 12 people clearly gasad&t08 which fall under the Promoters. In this case
theparticipantare sure that they would prefer to be in control. In additipastdSpantdhave indicated that
they fall under Passives, so that they can go to Detractors in the future,omhighoiitive because that
means that the developmehtrtificial Intelligencés only becoming more accepted. And then the number
of Detractors with 2farticipantsvho have indicated that they do have faiftificial Intelligence

Q21 Would you fel comfortable if you had some control é\rficial Intelligence

Total 0 1 2 3 4 5 6 7 8 9 10
Total 76 2 0 0 2 1 7 9 15 20 8 12
Count
Passives | 35 0 0 0 0 0 0 0 15 20 0 0
Promotor | 20 0 0 0 0 0 0 0 0 0 8 12
Detractors| 21 2 0 0 2 1 7 9 0 0 0 0

Tale 4.37Q21 Control oveArtificial Intelligence

Nowadays there aneany different products available for consumers Wiifieial Intelligencéor as it is
sometimes translated for consumers as "Smart") is used to makeisptirhall functionalities. Enthusiasts

want new products and sometimes stand in line for hours (sometimes all day) to be one of the first to have a
certain (wanted) proci But there are also plenty of other people who attach less value to itratodyaife

for various reasons. With the question below | want to know frgparti@pantso what extent they are
capable or have the urge to buy a newly released lteviesArtificial Intelligencer as it is sold in stores

as "smart". Seeing thesults, we do not all see the enthusiasm, and even more so, Promoters do not include
any of theparticipantsTheparticipantsire distributed among Passives wifiatiicpantsand the rest among
Detractors with 6participantswWhat finally means in shihat theparticipantsf this study are not completely
enthusiastic about buyigificial Intelligencdevices directly. This can have various reasons, poor experience,
or waitandsee attitude until all errors have been corrected. Among the Rassamesiraw the conclusion

that these are enthusiasts who want to buy the products only when thisary nede®y are in there and

do not have to stand in line for that, for example.
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Q22 When new devices wifttificial Intelligencare solddo you want to purchase them immediately, regardlesg
costs?
Total 0 1 2 3 4 5 6 7 8 9 10
Total Count | 76 7 6 10 11 9 11 12 4 6 0 0
Passives 10 0 0 0 0 0 0 0 4 6 0 0
Promotor 0 0 0 0 0 0 0 0 0 0 0 0
Detractors 66 7 6 10 11 9 11 12 0 0 0 0

Tabk 4.38Q22 Desire to buy

4.3.1.Descriptive analysis

Looking back ahis chapter, we know it has been divided into three streams; Behavioral Beliefs, which indicates
what kind of attitude someone has with regard to Artifitidligence and what. emotions come into play

here, for example. So someone has a favorablkaworable attitude Normative Beliefs are the factors from

a social perspective and whether friends and family influence the acceptance of Artifesiablntéiidinal

construct is the control beliefs that indicate whether someone has the bdiiewe ghat will have the ability

to understand and use Atrtificial Intelligence. Another example for this construct is whether someone has the
enough money fourchase the technology that possesses Artificial Intelligence.

| found out during this researathat kind of image the participants have of Artificial Intelligence. | have
noticed that the word "Robot" is used fifteen times because perhaps thenpastiitipeave an image from

movies about "smart" Robots and that it is attacking humanity waitlyduiman control. But on the other

side, there are also many participants who are very enthusiastic, which is a little opposite of angry and sad, anc
that @n also be seen in de results from Q11. The conclusion that we can draw for the attitudie tuaistruct
participants who are positive about the developments of Artificial Intelligence are also reluctant to use it home.
From the results of question Q14an be seen that participants prioritize the importance on how personal

data is processed by thtificial Intelligence product nowadays.

We also indicate that external factors such as the opinions and advice from friends and family have little or no
influence on the choices they make. So when it comes to Atrtificial Intelligence, the chapcasar¢hatr

the participants will accept or buy the products upon their recommendation. This means that the social norm
construct has little or no influeraetheir acceptance.

Third and final construct, Perceived Behavioral Control shows resul® tpatticipants estimate their
knowledge about Atrtificial Intelligence low and that they will not easily understand Artificial Intelligence
products. Partipants know that they cannot use all Artificial Intelligence products because they do not have
the knowledge for this. This attitude is because these participants generally are of the opinion that it is very
important how data is used and procedstith mean that participants knowing that a product is using
Artificial Intelligence, they probably wit accept or use it.
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5. Conclusion

The aim of this study was to find out whether the awareness that a psshsdsgsrtificial Intelligenchas

an impact on the decision of potential users to accept such a product, based on a qualitiiviestiiey
acceptancef Al by the society is still in its early stage, this research indatateel ctrrent awareness of Al
doesndeednfluencstheacceptance of Al technolodgm@sking at the results from thée | ¢ ‘tedtanalgis.

This study gives an overview of two groups. The results indicate that group two, with awdreeees alfy
does not accept Al. Group one, with no awareness of Al, is ligathpriover group two in accepting Al.
Therefore, we can draw the cosidn thabeing awaref Al in productsdoes influence the acceptaiBtg

not with convincingignificanceThe reason for this whatkind of product a person has to deal vith.
means of a Welckaest, it can be seen that both gratpsisticallgo not differ much from each oth&t

the three products, the resufshe Google Home Assistant represent the greajagtcanceThis study
also shows that incidents can éehinative for the acceptance of Al technologies. fdpargsabout an
incident with Google Home Voice Assistant, where conversationsakede teight have influenced the
participantslooking at the results from the experimental quedliuat. is siking is that mangarticipants

from both groups, gave a low score to the Google Home Assistant (group one 6.455 and group 2 5.302). Which
postions both as Detractor§Vhat is also striking fisat this seems to have had no effect on the other two
products.

During thisstudy; | experienced the Google Home Speaker Assistant incident as an unplanmeai experi
regarding awarengssbstantiation and confirmation of the hypothesis. fudy provides an insight of

current awareness and is not a reflection eflibkeDutch society ands future. These results can change

when future technologies are further developed. While technologies are still improving, producers must take
doubs and concerns of users into account during denetpso that users are more likely to @coew
futuretechnologies. Therefapther researchers have the possibility to perform the necessary study in the field

of acceptance and adoption when transparis integrated in Al products. Future researchers have the
possibility to further expandetiTheory of Planned Behavior with a new transparency construct alongside
Attitude, Perceived Norm and Perceived Behavioral Control to perform acceptanceorsauttips. This

research could also be conducted in other countries and continents {@s coluerte the priority is less than

in the Netherlands), so there is a good chance that a researcher will get other results comparing to this research.

By readig this study readers understand the importance of transparency regarding Alnapacitthiathas

on the acceptance if transparency negates the "Black box". Other adoption and acceptance models can also be
expanded with this construct (Trargmcy) such as; Theory of Diffusion of Innovations (DIT) (Rogers, 1995),

Task Technology fit model (Gahue et al 1995), the Theory of Reasonable Action (TRA) (Fishbein and Ajzen,
1975), Theory of Planned Behavior (TPB) (Ajzen , 1985, 1991), DecomposgafTiRlanned Behavior,

(Taylor and Todd, 1995), the Technology Acceptance Model (TAM) (Davig, 8abd¥arshaw, 1989,
Technology Acceptance Model 2 (TAM2) Venkatesh and Davis (2000) and Technology Acceptance Model 3
(TAM3) Venkatesh and Bala (2008) @nified Theory of Acceptance and Use of Technology (UTAUT)
(Venkatesh, Morris, Davis and Davis, 2003

From the questions within the constructs (Attitude, Perceived Norm and Perceived Behavioral Control) in

combination with literature, we see tharghis a great need for transparency in the fieAdtib€ial
IntelligenceTranspancy, such as Explainable Al, is a very discussed topic. Why does Al technaglagy make
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certain decision? What underlying thought or reasoniaghHedutput? How does the model "think"? Often

we have no idea. This research has also remained limitethdumtersectional variabl€his gives other
researchers the opportunity to investigast kdis not yet been investigated in the context of the acceptance
of Artificial Intellgence Another limitation is that some questions from the surveys could not be analyzed
statistically because it could not be included in thegtddie result of this study cannot be used infinitely
because of trmontinuous developments within tlaster Artificial Intelligences becoming a prominent part

of oursociety Thereforeghereis a good chance that when this research is teshduthe future, we will have

to deal with completely different results.

For both surveys | have analyzed theade@ender variablesing the data frothe experimental questis.
Analyingthe datave can conclude that in general men are in the majority when it comes to using a Tesla car.
Of these participants, it is mainly yopagdicipantdetween the ages of38 who see themselves usirig)

product TheDetractordor this product are mainly womé@ihese findings aedso confirmedty thequestion
Q15:"Which of the options below do you think is good if it is cartikcial ntddijgemcaierethe majority

are men who choose a car with Atrtificial Intetiigen

With the Google Home Assistant we see very different resthitfittle difference between bajbnders

(women irthe majority). The majority do not see themselves using a Google Home Assistant. This may have
to do with the leaked conversatitwysGooglefrom the Home AssistanWith this product we see that
especially the age categorg@ 8ould prefer not tose this producRegarding the third proctuwesee an
advantage for the womanalgingthe SimCam Home Security Camera. This does noushybecause

more womenvere in the majorigubmitting tis surveyBoth surveys indicate therticipants tend to move
moretowardPromotes for the SmCam Home SecuriameraWhich only indicates that regardleshenf
participantsre or notawareof Artificial Intelligence is being used, sadetyportant.

The conclusion that we can draw is that, regaadfgssluct uses Atrtificial Intelligen@depends on what

kind of productmen of womemhas to deal witthnd regardinggelt alsoseers that the older thgarticipants
are the less they estimate the chance that thagaeitit ousean Artificialintelligence poduct
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6. Discussion

For this research, two different surveys were used to determine the infldeifimeabintelligencey using
the Theory of Planned Behavior. These questionnaires were then distributed ganticigadden a sample
representave of two different groupf. can be stated that if thisearch wer be repeated in the same
period, the results would be the same and, therefore, the results of this research wolltstatitical
analysis, in tHeesults chapter, shows that awareness has influence on the accéptiicc bftelligence
The result is fully consistent with the hypothesis of this researglarticgtantsvith the awareness$ Al
being used in a particular technology, generally do not accept the technology. In this regeasked h
three different expeniertal questions about Tesla, Google HomeSanGansecurity camenatwo surveys
with only onesurvey having a degtion of Artificial Intelligence

A possible explanation fdret results fathis study is provided by the research by KemgmerOduor and

Eric N. Wiebe (Oduor & Wiebe, 20aBdluor and Wiebimdicatehat trust and reliability are important factors

in building a relationship betwdemansand algoritms (in thecontext of this study we can start from Al).

These factors are highly dependent on transparency (Reeves, 1999). Reeves indicates tihinstae algo
transparent, cognitive complexity also diminishes. This allows users to read the"™ blad kdaonwhy Al

technology has made a certain decision. We can also translate this into the Theory of Planned Behavior's
Perceived Behavioral Cont®y making an algorithm transparent, users get the perception of whether Al
products are easy or diffit of useThis makes it easier for researchers, companies anchgogampredict

whether new products or services will be accepted and alldjgithologies with transparent algorithms

can be offered, then this will dlstreaseacceptance, wdhi can ultirately lead to adoption. If the perception

of users is clear (by understanding the result of an algorithm), then the acceptance can also be predicted. This
is also evident from the result of the Q20 survey question, in whiaktitipantsvere able to idicate how

easily they will use and understanti€icial Intelligenceechnologies.

This study compteerts existing literature and studies in the context of acceptance and adAptificiabf
Intelligencéoy using Theory of Plagth Behaviothecause other studies have not concluded if awareness has
an impact on acceptance anddoption. In doing so, account must be taken of the fact thatuttijsook

place in the Netherlandsmay be the case that other leglals are agied in other countries in the context

of Artificial Intelligenceas a result of which it can affect acceptBntge studies can start their research by
lookinginto the next resech questions: 1. How ddgtificial Intelligenceosition itself in the society in the

year 20257 2. And 20307 3. Does transparency increases the acceptance of new Rugrmtouse, this

study will also get other resiflthis study is done again in teargeBy thaime, social acceptance will also

be further developed awrdtificial Intelligencenay becom@rominentpart of society in whichrtificial
Intelligencés devioped and functions to assist andraptacdumars.
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APPENDIX A. Surveyguestions

As earlier mentioned both survages almost the same only thpezgimental questions (Q4, Q5 and Q6)
differ from each other by not namifgificial Intelligence

Survey with Description of Al product description

Numbering ‘ Questionnaire

Products

Product nr.1 Tesla car

Tesla's autonomous can let people drive without having to steer a driver, but is also ablebehi@amfrom both the drive
and the enviranert to make better decisions about driving. Every new Tesla car comes standard with advanced hardw
offers Autopilofunctions and can make the cars completelyraéifg. A new, buiin computer with 40 times stronger compu
power than tl previous generation turns all data into a coherent whole thankstiidtz Intelligence networkdeveloped by
Tesla for images, sonar and radar processing software. In this way, this system provides an imagenudthibarbieodrive
himself does not have and perceives the emerbim every direction simultaneously, at wavelengthsehzyand thuman
senses. The advanced Autopilot functions for safety and comfort are meant to help you with the mestgsiohdraspg.

With Autopilot, your car can steer, accelerate and brake within the lane itself. Navigating with Aptsefotame changes
optimize your route and makes adjests to avoid having to keep driving behind -slmwing cars or trusk When Navigatio
with Autopilot is active, the function also automatically directs your car to motorway exits and raompgooasieitinatior]
With the secalled Summon, your car can handle even more complexmersand parking spaces, so that yesla can pid
you up anywhere in a parking space without being hindered by obstacles.

Machine learning is a form Atificial Intelligence andmanycompanies use the technology. \Aitfificial Intellig enceand
connectivity, the Tesla autopilot system is designed in a way that nobody is working on yet. Because infechigtiond ez
will also be shared with every other Tesla car. A lot of data will be generated based on ymiradiosifipis means that g
Tesla cars know when there is a gap in a certain street or that they become familiar with probletiaig itiersgueople std
in front of red lights and signs. They can learn to anticipate cyclists and specific parts ofrthfierreadngple, discover t
differences between how people drive in Amsterdam or Utrecht when it rains. Not only carcthedeevedfer thdruman
drivers on the road, but they can also be safer than any other autonomous model that exists.

Tesla clhects three important types of information regarding you or your use of Tesla: (1) information from or about Y
devies; (2) information from or about your Tesla vehicle; and (3) information from or about your Tesla energy produ
chaging station.

How high do you estimate the chance that you will use a Tesla car in your daily life if you have thetopfmao®it

Product nr.2 Google Home Speaker

Google Home is a wireless smart speaker. Google Home can accemrastigough speech recognition. Google Assist
used as an intelligent personal assistant or IPtificial Intelligence speaker is a wireless device with aibwilttual assistan
This speaker can be used to give inginsctia speech. Artificial Intelligence speaker makes it possible, among other tfj
to control various d@es in your home via your home network. In addition, it is possible to request information about, fo
the wedter, sports results, recipes, shopping or reserving a restaurant.

The Intelligent speaker from Google is also available in the Dgtcmle. The Intelligent speaker is generally always on or
The device can be turned off completely with a birttorost cases. In standby mode, it is activated withceaiceans The
major suppliers such as Amazon, Sonos and Google have communicated that the device does not record ambient
not activated. It is possible that an assiginhistory $ preserved; this can later be used as history by the user.

How high do you estimate the chance that you will use a Google Home in your dalily life if you have the opportunity to
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Product nr.BimCanHome security camera

With the IntelArtificial Intelligence (deep learning) technolo§yrCan can protect your home, help control your children
pets 24/7 SimCantan detect arhumanintruder within seconds with its 360° motorized suspension dralesénto your
phone.SimCantan usdtrtificial Intelligence to recgnize your friends and family, which gives you the option to turn off
notifications for familiar faces. In addition, no false notifications from intruders ateesguets, trees or curtains are detect
You connecSimCanio your home network, which ars that you can keep an eye on your home via your laptop, smartp

tablet, regardless of where you are.

How high do you estimate the chance that you wilSimmCanin your daily life if you have the opportunity to do so?

Personal questions

Q7 I'ma
Men
Women
Q8 Which age category do you belong to?
©18-30
31-50
51-70
70+
Q9 What is your highest level of education?
* PrimarySchool
Secondary Education (VMBO / HAVO / VWO)
Secondary Vocational Education (MBO)
Higher Profession&ducation (HBO)
University (WO)
Attitude
Q10 What is the first thing that comes to mind when you think
Artificial Intelligenc®
Q11 Artificial Intelligencés used in devices and programs résgiond to
data or impulses from their envimert ard make independe
decisions based on that. So intelligence with which machines,
and devices independently solve problems and / or make de
They thereby imitate the mind ofiaman Thistype of device is nd
about computing power, but abdhe ability to learn and mal
decisions (independently). Can you indicate your feelingaréiboiat
Intelligencédelow on a scale of 1 to 10?
Q12 Would you like to havrtificial Intelligencelevices in your home?
a scale of 1to 10
Q13 To what extent do you consider yourself a fan of inno
technologies? on a scale of 1 to 10
Q14 To what extent do you think it is important how a prduaredles you
personal data? anscale of 1 to 10
Q15 Which of the options below do you like if it is performed Bytdicial

Intelligence

Driving

Customer service
Home security
Financial services
Surgery
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Construction
Persnal recormerdations
None of the options

Perceived Norm

Q16 To what extent are friends and family enthusiastic abol
develomen of products with Artificial Intelligence where thg
functionalities depend on personal dadedbehavior?

Q17 How important do you think the advice of your friends and fan
when it comes to making choices?

Q18 How likely do you thinlrtificial Intelligencédecomes a part of o

society?

Perceived Behavioral
Control

Q19 How high do you rate your knowledge aBatificial Intelligence

Q20 To what extent are you convinced that you will understand a
Artificial Intelligencéschnologies easily?

Q21 Woud you feel comfortable if you had some control dvsficial
Intelligence@

Q22 When new devices wiftttificial Intelligencare sold, do you want

purchase them immediately, regardless of the costs?
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