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Abstract

As Cruyff said: “You should always ensure that you score one goal more than the opponent.”. The number of
goals, however, does not always reflect the relationships between the teams on the field. In addition, scoring a
goal is a rare occurrence. Therefore, coaches are looking for other techniques to measure the offensive player-
and team-performance, and so does the KNVB. Link‘s dangerousity is a good method for measuring this,
according to the KNVB‘s analyst expert. Therefore, this study has two purposes: (1) to investigate the offensive
player- and team-performance of the Dutch national soccer team and (2) to validate Link‘s dangerousity
method. This has been done by transforming the data according to Link‘s dangerousity method using a
step-by-step Python pipeline. The position data is linked to the event data (e.g., shots, goals) to determine the
outcome of an attack. The aggregated features per attack are used for subgroup discovery to find interesting
patterns in the data in relation to the outcome of an attack.

On the basis of the results of this research, it can be concluded that Link‘s dangerousity is a valid method for
measuring player- and team-performance. However, we have investigated that the maximum dangerousity
score without the Density feature performs even better.
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Chapter 1

Introduction

Over the last years there has been an exponential growth in the availability of data in general. As a result of
technological advancements, data is becoming more prevalent in sports too, resulting in the emergence of
Sports Analytics [ 1]. In soccer, data analysis is also becoming more and more accepted and so its use at the
Royal Dutch Football Association (KNVB) is also increasing. The current research is done in collaboration with
the Performance & Innovation department of the KNVB.

The KNVB mainly uses video analysis to analyze the matches of the Dutch national soccer team. Before the
match, the video analyst analyzes all recent games of the Dutch national soccer team and its opponent. During
the match, the video analyst provides a half time report with the most important moments of the �rst half.
The KNVB aims to support the video analysis with data to increase the objectivity.

The KNVB already uses data to support the performance evaluation of the Dutch national soccer team. Most
of it is physical data of the players during the match and training, like the players` heart rate. Systematically
analyzing tactical patterns of play is not yet common practice. As a �rst step, data scientists attempt to
reconstruct the coach's view with data. As data analysis has not yet been widely accepted in soccer, this may
also make it easier for the coaching staff to implement these innovative analyses. In a later stage, the use of
data may even provide unexpected insights that the coaching staff had not considered.

At the moment, the KNVB wants to have more insight in the offensive performance of individual players
and the team during attacks in matches. Traditional statistics like possession of the ball, shots on goal, tackle
and pass rates are not suf�cient for this, because they do not cover the entire load of the team`s offensive
performance. Previously, Link and colleagues have proposed a measure that captures the level of danger players
exert during an attack, aptly named the “dangerousity“. Link and colleagues argue that their dangerousity
method [ 2] can be seen as a better method to measure offensive player- and team performance. It is more
reliable than the traditional performance indicators, but it is more dif�cult to interpret. For our purpose, it is
useful because dangerousity can evaluate players on individual level, but is also describing the offensive team
performance. Therefore, this method is implemented during this research.

Link`s dangerousity is a measure of how dangerous (i.e., likely to score) a player is for every point in time
at which that player is in possession of the ball. This method describes dangerousity on the hand of four
components: Zone, Control, Pressure and Density. Zoneis the position of the player with ball in the �nal third
(i.e., the last 34 meters of the �eld). Control is the ball control of the player with ball, calculated using the
relative speed of player and ball. Pressureis exerted by the defender who is in a certain range of the player
with ball. Density is divided into two components: Shot Density and Pass Density. Shot Densityis the chance of
blocking a shot for a defender. Pass Densityis the chance of intercepting a pass or cross.

In this research, the reliability of Link`s dangerousity as an indicator for offensive player- and team-performance
is examined, because the parameters of the algorithms are not publicly available and the method has only
been tested in the highest German soccer league (Bundesliga), so it may not be generalizable.

Therefore, the main research question is: Can Link`s dangerousity be used to meaningfully analyze offensive
player- and team-performance? So the goal of this research is to quantify the contribution of players and the
team during attacks, and to validate Link`s dangerousity method.
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Chapter 2

Related Work

In recent years there have been several studies where position data was used for. Not only in soccer, but also
in other sports, such as basketball, hockey and rugby [3]. In the early years mainly physical parameters (e.g.,
speed, distance covered) were analyzed, but in recent years more and more tactical analysis is done on the
basis of position data.

Position data describes where the players (and the ball) are located on the �eld at a speci�c point in time. This
data can be obtained through video analysis or tracking sensors. We work with position data that is obtained
through video analysis, because it has the advantage that it can track all the players and the ball (unlike sensor
technologies, which cannot track the ball). In addition, it is relatively inexpensive and portable, because only a
couple of cameras are needed, so it is easy to place the cameras in any stadium before the match. The data
from each stadium is not always equally reliable, due to backlight from the setting sun. Large stadiums do not
suffer from this. Tracking sensors are generally more reliable, but they are more expensive, require both teams
to wear a sensor and cannot track the ball.

The acquisition of the position data is provided by STATS [ 4], which is a commercial sports data and technology
company. They analyze more than 100,000 games a year in different sports. The KNVB uses the SportVU
soccer playing tracking algorithm from STATS. This soccer tracking algorithm has been developed using some
of the best capture, aggregation and analytical technologies [5]. SportVU uses computer vision to extract the
position data of all the players and the ball from tactically placed video cameras around the pitch. Figure 2.1
shows an setup of the cameras.

In this research, we use a combination of position data and event data. The acquisition of event data is done
manually during the match. This is a commonly used method and is done by highly trained analysts. An
advantage of this method is that the event data captures information which cannot directly be derived from
the position data, like the type of event (e.g., pass, shot) or even the foot the player passes with. This makes
the combination of position data and event data valuable. A disadvantage is that the acquisition is done by
humans. The difference between a pass and a shot is sometimes hard to see, which means that there could be
different interpretations between analysts, despite they are highly trained. Therefore, the event data is more
subjective than the position data. The event data is provided by Opta [ 6], which is an international sports
analytics company.

There are several studies that use a combination of position data and event data, like Memmert and colleagues
[1]. Their study examines the differences in variability in inter-team distance (distance between two teams`
centroids) during the 30seconds prior to a critical event (goal attempts and goals). The team centroid represents
the mean position of all out�eld players. It is also possible to determine centroids per line (e.g., defenders,
mid�elders and forwards), which is a more accurate method to capture the players` movement behavior. In
the current research, we also look at the critical period before a goal attempt or goal, where the duration of the
period is variable, depending on the length of the attack.

In the critical period we look at Link`s dangerousity score [ 2], because dangerousity identi�es four important
offensive components according to the domain expert (the KNVB`s analyst expert) involved in this project.
These four components are (1) the zone in which the player with ball is located, ( 2) the ball control that the
player has, (3) the pressure exerted by the defense and (4) the density of the defense. A full explanation of
these features can be found in Appendix A. It is important to check the validity of Link`s dangerousity, because
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Figure 2.1: setup of the cameras to obtain position data through video analysis (adapted from
https://www.stats.com/sportvu-football/).

the constants of the algorithms are not publicly available and Link only tested dangerousity in an speci�c
setting, namely the Bundesliga. Therefore, it may not be generalizable to other competitions.

To be able to test the validity of Link's dangerousity, we use a similar method to that of Stein and colleagues [ 3].
They analyze the current approach of data in team sports in general. Their approach consists of data modeling,
data mining, information visualization and visual analytics. Data modelingis about giving structure to the
problem of sport analysis. Stein and colleagues describe two main approaches: (1) domain-speci�c modeling
and (2) data-driven or explorative modeling. Domain-speci�c modelingis based on theories from Sport Science,
which look at the relationship between actions and outcomes. Data-driven modelingtypically not assumes
previous knowledge about the domain, but obtains its insights directly from the data. The two approaches
often go hand-in-hand, as in the current research. We have the expectation that Link`s dangerousity says
something relevant with respect to the outcome of an attack, but we also use data to arrive at new insights.

Data mining includes a selection, preprocessing, transformation and interpretation phase [ 8]. These steps are
necessary before the actual data mining algorithm can be applied. Data selectionis done to collect the correct
data to be able to solve the problem described in the data modeling phase. Section 3.1 describes which data
we use in this research. Data preprocessingincludes removing noise out of the data and strategies for handling
missing data �elds for example, as described in sections 3.3 and 3.4.1. Transformationof the data is done to
�nd useful features that represent the data depending on the goal of the task. The goal of this research is to
quantify the contribution of players and the team during attacks, and to validate Link`s dangerousity method.
So in the transformation phase we try to replicate the dangerousity method as well as possible, which can be
found in sections 3.4.2, 3.4.3 and 3.4.4.

The implementation of the steps mentioned above is done by using an existing Python pipeline [ 7], which
allows for a direct comparison of “�ngerprints“ of tactical behavior (see section 3.4). A �ngerprint then refers
to a speci�c combination of features derived from the position data that describes the characteristics of a
certain playing style. For the current work, this pipeline has been adjusted to create a system that analyzes
dangerousity per player per match. At the end of the transformation phase, features are aggregated per attack,
such as the maximum dangerousity score during an attack. These aggregated features are the output of the
pipeline.

After the aggregation of the features, the data is ready for data mining. There are several data mining
techniques that can be applied to the outcome of the pipeline. By applying a data mining algorithm, we will
discover whether there is a relation between the dangerousity score and the outcome of an attack. Fayyad and
colleagues group data mining techniques in six general categories [8]: classi�cation, regression, clustering,
summarization, dependency modeling and change and deviation detection. Classi�cationis a technique whereby

4



items are divided into prede�ned classes on the basis of a rule. When Regressionis applied then the data items
are mapped to real-value prediction variables. With Clustering, the dataset is divided into a �nite number
of categories. Summarizationincludes methods for �nding compact descriptions for a subset of the data.
Dependency Modelingis a technique whereby signi�cant dependencies between variables are found. Change
and deviation detectionincludes the detection of signi�cant changes in the data from previously measured or
normative values.

Data mining techniques can be applied from two different perspectives: predictive induction and descriptive
induction [ 9]. The goal of predictive induction is to predict the outcome variable. Classi�cation and regression
can be seen as predictive induction. The goal of descriptive induction is to �nd interesting patterns in the
data. Clustering, summarization, dependency modelling and change and deviation detection can be seen as
descriptive induction.

A technique that is not mentioned by Fayyad and colleagues [ 8] is subgroup discovery. Subgroup discovery is
a combination of predictive and descriptive induction and its goal is to describe relations between independent
variables (subgroups) and the target. We apply subgroup discovery in this research, because we want to
discover interesting patterns in the data with respect to the outcome of an attack. The other data mining
techniques are less suf�cient for this. In addition, with subgroup discovery many features can be examined
without having to select in advance. This gives us the possibility to determine which features contribute the
most to a successful outcome of an attack.

After the data mining phase, information visualization is applied to get a visual representation of the data.
Information visualizationhas three main tasks: exploration, hypotheses validation, and hypotheses generation [3].
As an explorative information visualization technique we use some temporal visualizations to show how
the dangerousity scores change over time (see sections3.4.5, 4.3.1 and 4.3.2). For hypotheses validation we
use boxplots and ROC curves, which can be found in chapter 4. Hypotheses generation as an information
visualization technique is not used in this research.

Visual Analytics is the combination of data mining and information visualization. This allows experts to
use their domain knowledge in the analysis process by applying interactive and controllable data mining
methods with immediate visual feedback of the results. This can be applied to the results of the information
visualization by the domain experts of the KNVB, in a Business Intelligence tool for example. This is beyond
the scope of this study and is therefore not implemented.

In short, we follow the steps described by Stein and colleagues [3] in a pipeline [ 7] in which Link`s dangerousity
method [ 2] is applied. We examine Link`s dangerousity method, because it is not complete and it has not
been tested in a setting outside the Bundesliga. Additionally, we are validating the method in an event-based
approach, which is also not done before.

5



Chapter 3

Methods

This chapter describes the method of approach for analyzing offensive player- and team-performance based
on the dangerousity score. First, we give an overview of the data to understand how we can obtain interesting
insights from this data. Secondly, to study offensive sequences we need to de�ne a formal de�nition of
an attack. Thirdly, the software program Inmotio does the �rst preprocessing step to check the X and Y
coordinates, and to calculate the �rst features. Fourth, we give a description of the Python pipeline with
his preprocessing, spatial aggregation, event selection, temporal aggregation and visualization phase. The
dangerousity feature and its underlying components are computed per attack in the pipeline, so that the data
is ready for doing experiments. Finally, we give an introduction to the experiments that are done in chapter 4,
including subgroup discovery.

3.1 Data Overview

Two types of data are used in this research: position data and event data. Position data is obtained through
video analysis from the company STATS. The data consists of a timestamp, X coordinate, Y coordinate, player
identi�cation, shirt number, team name, speed and a Boolean for ball possession. A more detailed description
can be found in Table 3.1. The data is available in CSV �les per half match. A sample of the data can be found
in Table 3.2.
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Data Description

Timestamp A timestamp with a measurement frequency of 10 Hz. (0.1 seconds).
X coordinate Representing the length of the �eld, so from - 52.5 to 52.5 meters.
Y coordinate Representing the width of the �eld, so from - 52.5 to 52.5 meters.
PlayerID A unique identi�er per player.
Shirt Shirt number of the player during the match. For the opponents of the Dutch national

soccer team this number is used as a unique identi�er if the players of the opponent do not
have a PlayerID.

Team Name Netherlands for example.
Speed Speed in meters per second.
Ball possession A Boolean variable to determine which player is in possession of the ball. A player has

possession of the ball if his distance to the ball is less than 1.5 meters, and one of the
following conditions is true:

1. Ball is moving a certain distance during possession.
2. Ball is changing direction. The incoming direction differs 10 with the outgoing

direction.
3. Ball is gaining speed. The acceleration of the ball is at sending time greater than 5

meters per second.
4. Ball has stopped moving. Speed is less than0.5 meters per second. Filtering the data

with a weighted Gaussian algorithm with a sensitivity of 85%.

Table 3.1: Detailed description of the position data available in CSV �les.

Timestamp X Y Speed Dist to
closest
home

Dist to
closest
visitor

Shirt PlrID In Ball-
pos

Name

12400 -22.825 9.225 3.53 11.316 8.092 17 0 0 Latvia
12400 -18.215 -2.296 4.93 12.408 4.337 14 0 0 Latvia
12400 -2.665 6.33 3.13 8.845 7.997 16 0 0 Latvia
12400 -37.848 0.125 4.79 17.565 4.194 10 0 0 Latvia
12400 -14.673 -19.048 4.59 17.123 8.336 15 0 0 Latvia
12400 -41.132 2.733 1.38 4.194 18.327 0 1233 1 Netherlands
12400 -10.425 27.872 2.26 13.577 15.961 0 1214 0 Netherlands
12400 -36.874 20.559 5.8 15.049 18.327 20 20 0 Netherlands
12400 -31.628 -14.717 2.01 16.093 19.871 28 28 0 Netherlands
12400 -15.402 -27.352 2.44 8.336 20.565 0 1209 0 Netherlands

Table 3.2: Sample of the position data from a CSV �le.

Event data describes all the different actions during a match. The acquisition of this data is done manually
during the match by highly trained Opta analysts [ 6]. Event data is split into ball events and match events. The
data is available in XML �les per half match and can be related to the position data by using the timestamp. A
detailed description of the event data used in this research can be found in Table 3.3. The event data is used to
determine the outcome of an attack, which is needed to do the experiments in Chapter 4. If there is no shot on
target, shot off target or goal during an attack, then the attack leads to no shot.
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Ball or
Match event

Event Description

Ball Shot on target Any attempt at shooting that would reach the goal if it was not blocked
by the goalkeeper or if the ball touches the post or cross bar.

Ball Shot off target Any attempt at shooting that does not hit the goal, post or crossbar and
is not blocked by the goalkeeper.

Match Goal Awarded when the whole of the ball crosses the whole of the goal-line.

Table 3.3: Detailed description of the event data available in XML �les.

3.2 Attack

To determine the dangerousity of a player during an attack, a de�nition for attack has to be given. In close
collaboration with the domain expert (the KNVB`s analyst expert) involved in this project, the start and end
times of an attack are de�ned. An attack starts when all of the following statements are true:

1. The player is in possession of the ball for 0.5 seconds in the �nal third.

2. The ball is on the �eld.

3. The ball is moving.

4. The previous attack has ended.

An attack ends if one of the following statements is true:

1. The ball passes the center line.

2. The ball goes out for a goal-kick or a throw-in.

3. The attacking team does not have the ball for more than �ve seconds.

4. The defending team shoots the ball out of the �nal third.

5. The ball is not moving for more than �ve seconds (the referee may have stopped the game temporarily).

6. It is half or full time.

This de�nition does not cover all possession sequences. It is thus possible that a goal is scored without it being
considered as an attack according to this de�nition (for example penalties).

3.3 Preprocessing in Inmotio

The STATS position data is loaded into Inmotio software. This program does the �rst preprocessing of the data.
It calculates the following features: speed, acceleration, ball possession and distance to closest home/opponent.
Ball possession is determined on the basis of the de�nition in Table 3.1.

The software of Inmotio always adjusts the �eld dimensions to 105by 68 meters. So the X coordinates have
values from -52.5 to 52.5 meters, and the Y coordinates have values of -34 to 34 meters. For example, if the
actual size of the �eld is 110 x 75 meters (maximum size according to the FIFA [ 10]) and the player has
coordinates (40,20) the new coordinates are: X = 40 / 55 * 52.5 = 38.18 and Y = 20 / 37.5 * 34 = 18.13. The
adaption of the �eld dimensions has the advantage that for each match the side- and goal line have the same X
and Y coordinates. A disadvantage is that the actual distances between players can only be calculated if the
actual �eld dimensions are known.

3.4 Pipeline

The preprocessing, transformation and visualization of the data is done by using an existing python pipeline
of the Leiden University [ 7]. The transformation phase exists of a spatial aggregation, event selection and
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temporal aggregation part. The pipeline is initially made to do research to the tactical differences between
the Netherlands and Brazil. Therefore, it is well suited to use for our tactical analyses. Code has been added
to this pipeline to create the features needed for this research. The steps that have been taken to do a good
analysis can be found in this section.

3.4.1 Preprocessing

In the preprocessing phase the position data is loaded from the CSV �le into a pandas dataframe, so it can
easily be used and adjusted in all phases of the pipeline. Several actions are done to clean up the position
data. First of all, the column headers are checked to determine if all the necessary data is available. Secondly,
the rows are checked to see if they have the right data type. Thirdly, the Player Identi�ers of the players and
ball are checked and set, so that every player has a unique identi�er. As shown in Table 3.2 the players of
the opponent do not always have correct Player IDs; some of them are 0. To give them a unique identi�er
their shirt numbers are multiplied by - 1. The shirt numbers per team are unique and the Player IDs of the
Netherlands are always positive numbers. The ball always has shirt number 1, Player ID 0 and is not part
of a team. Fourth, the referees are thrown out of the dataframe, because they are not interesting for these
research purposes. Fifth, rows that have no team value, and rows where the X and Y coordinates are 0 or
empty are omitted. This may be missing data or data from players who are no longer on the �eld (i.e., they are
substituted), making this data useless. Finally, extreme X and Y values are omitted. The X coordinates need to
be in the range -52.5 to 52.5 and the Y coordinates in the range -34 to 34, because the �eld size is adjusted to
105by 68 meters (see section3.3). Rows with X and Y values far out of this range are omitted.

After the position data is loaded and checked, the event data is loaded from the XML �le. Only the columns
containing the time, NumAmisco, ball event code and match event code are loaded. The time is needed to link
the event data with the position data. NumAmisco is a unique number per player per match to determine
which player of which team is occurring in the event. The ball and match event code indicates what kind of
event occurs, which is needed to determine the outcome of an attack.

3.4.2 Spatial Aggregation

To rigorously explore the patterns in the data we derive new features from the raw X and Y coordination.
This requires the data to be aggregated spatially. For this research, we want to know if the dangerousity score
of Link [ 2] has a relationship to the attack outcome (target). Therefore the features of Link (Zone, Control,
Pressure and Density) and its underlying components are implemented as well as possible.

The player in possession of the ball gets a value for Zonebased on how dangerous he is from his current
position on the �eld. In general, a position closer to the goal scores higher. Ball Control is calculated for the
player with ball based on the average relative speed of ball and player. High relative speed leads to a low
control and low relative speed to a high control. Pressureis exerted from the defenders who are in a certain
range from the player with ball. There are four different pressure zones based on the distance from the player
with ball to the defender and the angle they have to the centre of the goal. Every pressure zone has its own
weighting factor. The Density from the defense is determined on the basis of two components: Shot Density
and Pass Density.Shot Densityis the chance of blocking a shot, and Pass Densityis the chance of intercepting a
pass or cross.

A combination of the four Link features is called “dangerousity“ which is calculated according to the following
formula:

Dangerousity= Zone
�

1 �
1 � Control+ Pressure+ Density

3

�

Dangerousity is only determined for the player in possession of the ball in the �nal third (i.e., the last 34
meters of the �eld), so not for every timestamp and not for every player. Dangerousity always have a value
between 0 and 1, where 0 means no danger and 1 means very dangerous.

We have also implemented a combination of the Link features with one or two features set to 1, so that we
can examine how the relation is between these features and the outcome of an attack (see chapter4). For
example, the dangerousity score consisting of Zone, Control and Pressure (DA(ZCP)), with the Density feature
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set to 1. When the score for Zone for the player with ball is high (i.e., the player is close to the goal), he has
a good control over the ball (i.e., the relative speed between player and ball is low) and the pressure of the
defensive team is low (i.e., there are few or no defenders between the player with ball and the goal), the
Zone-Control-Pressure dangerousity score (DA(ZCP)) is high. A full list of the features can be found in Table
B.1 and Table B.2 in Appendix B.

3.4.3 Event Selection

In the event selection part the start and end times of an attack are computed according to the de�nition of
an attack, described in section 3.2. After that, the attacks are labelled with the outcome of an attack. This is
necessary to determine the contribution of dangerousity to an attack, at which a higher dangerousity score
leads to a better attack outcome. An attack can lead to no shot (label 0), a shot off target (label 1), a shot on
target (label 2) or a goal being scored (label 3). The attacks are labelled by using the annotated event data,
described in section 3.1.

3.4.4 Temporal Aggregation

The spatial aggregates are summarized in the temporal aggregation part of the pipeline to reduce them to
a single value, so it can be linked to the outcome of an attack and used for subgroup discovery (see section
3.5.1). The standard deviation, average, minimum and maximum values of the features during an attack are
computed. Because of this, the amount of features grows exponentially. Additionally, features that have been
computed at the player level are aggregated into one team level feature. We take the average, minimum and
maximum of all the aggregated player values to obtain such a team measure (e.g., the average of the average
distance to the ball of all players of one team). This leads to a total of 376 features. For this research, the values
have been calculated for the full duration of an attack, according to the de�nition in section 3.2.

3.4.5 Player & Team Reports

In the visualization part of the pipeline player and team reports are generated. For pragmatic reasons, we
took the maximum dangerousity score per �ve seconds. After that, we take the sum of all these scores per
�fteen minutes, because the typical analysis of the KNVB occur in that timeframe so the KNVB can analyze
the progressions during a match. The sum is taken, because the dangerousity score is not determined for every
second, but only for players in possession of the ball in the �nal third, as described in section 3.2. Suppose
we take the average, then a team that has been very dangerous for only a short period can achieve a high
score, while a team that has had multiple dangerous attacks and a few less dangerous attacks achieves a lower
score. With the graphical representation of this score, the KNVB gains insight into the offensive player- and
team-performance. This could be valuable information for the coach.

3.5 Analysis

In the analysis we examine whether dangerousity can be used to meaningfully analyze offensive player- and
team-performance. This is the case if there is a relation between the dangerousity score and our target; the
outcome of an attack. Our target attribute has four different outcomes: no shot, shot off target, shot on target
and goal.

We will �rst provide a descriptive analysis to show the distribution of the features. A summarization of the
dataset is given, it is tested whether the aggregated dangerousity scores are correlated to the outcome of an
attack and which one has the strongest correlation. For this, the Spearman`s rank-order correlation is used.
Boxplots and histograms are given for the one with the strongest correlation. We want to show that a high
dangerousity score leads to a better outcome of an attack.

Secondly, the relationships between the dangerousity scores of the different attack outcomes are also interesting.
Before we test that, the dangerousity scores for the four attack outcomes are tested for normality. If all the four
attack outcomes are normally distributed, a One-way ANOVA is done, otherwise a Kruskal-Wallis H test is
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done. After that, a Mann-Whitney U test is done to test if the distribution of the dangerousity scores in the
groups differ from each other.

Finally, we want to know if there are other interesting features that contribute to a good outcome of an attack
and perhaps even better describe the offensive player- and team-performance. After the temporal aggregation
of the data, the dataset contains 2929attacks and 376features per attack. With this amount of data, subgroup
discovery is a good method to �nd interesting deviations in the data.

3.5.1 Subgroup Discovery

Subgroup discovery is an exploratory data mining technique which scans the data without much prior focus
and �nd unusual parts of the data. This is done to �nd out if there are interesting subgroups in the dataset
which meet a speci�c rule. A subgroup is a part of the dataset that show a signi�cant deviation in the
distribution of the target attribute. Subgroup discovery can handle binary, discrete or numeric target attributes,
but our target attribute has an ordinal scale (there is a certain order in the attribute, e.g., a goal is better than
no shot). So our target is converted into three binary targets, namely: no shot, shot off target and shot on target
(including goals). The subgroup discovery is done by using Cortana [ 11]. Cortana is a Data Mining Tool for
discovering local patterns in data. It supports multiple data types, contains multiple quality measures, includes
statistical validation of mining results and provides a graphical presentation of results. Before we perform the
subgroup discovery, a quality measure must be selected. A quality measure determines when the deviation in
the distribution of the target attribute is signi�cantly different in the subgroup than in the rest of the dataset.
Cortana contains all usual quality measures. We will use the Weighted Relative Accuracy (WRAcc) measure:

WRAcc(S, T) = p(ST) � P(S) � P(T)

where S is the subgroup and T the target. As the de�nition shows, this measure is a balance between coverage
and unexpectedness.

As a search strategy, the default beam search method of Cortana is used with the search width set to 100.
Beam search is a heuristic search algorithm with a predetermined number of paths, called the search width.
Only the best 100paths are kept as candidates according to the best �rst search algorithm. The validation of
the subgroups is done by using swap-randomization [ 12]. This technique replaces the target column with a
random permutation of itself so that all the relations between the attributes and the target disappear. Then
the subgroup algorithm is run on the resulting dataset using WRAcc as a quality measure. This process
is repeated 100 times. After that, a threshold is calculated to distinguish statistical signi�cant results and
accidental �ndings.

The subgroup discovery is performed on search depth 1 and 2, which refers to the number of features included
in the rules to de�ne the subgroups. So for search depth 1 there is only one feature de�ning the subgroup. For
example, if the dangerousity score is higher than 0.7, the percentage of attacks that lead to a shot on goal is
considerably larger in the subgroup than in the whole dataset.

To measure the quality of a set of subgroups, the subgroups are plotted in the Receiver Operating Characteristic
(ROC) space expressed in its False Positive Rate (FPR) and True Positive Rate (TPR). The FPR represents the
fraction of the negative examples that occur in the subgroup. The TPR represents the positive examples. The
accuracy of the test is measured with the Area Under Curve of the ROC. An AUC near 1.0 means a perfect
test; almost perfect subgroups are found. An AUC of 0.5 means a worthless test; no signi�cant subgroups are
found.
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Chapter 4

Experiments

To make sense of the data, we �rst need to describe how the features relate to the target value. Depending
on which of Link`s components seems most promising, we can perform a subgroup discovery to discover
the patterns that best describe the outcome of an attack. All in all, this analysis will give us an idea of the
meaningfulness of the features in our speci�c population.

4.1 Descriptive Statistics

The dataset contains2929attacks from 31 matches of the Dutch national soccer team. The target contains four
possible outcomes of an attack: no shot (label0), a shot off target (label 1), a shot on target (label 2) or a goal
being scored (label 3). Eighty-three of these attacks leads to a goal (3%), 183 to a shot on target (6%), 340 to a
shot off target (12%) and 2323to nothing ( 79%).

There were 97 goals scored in the 31 matches, but only 83 goals were labelled correct (86%). Eight goals are not
labelled due to incomplete ball possession data. Six goals are not labelled because of very short ball possession
(shorter than 0.5 seconds) at the beginning of an attack, two of them were penalties.

For this research, we want to know if the dangerousity score of Link [ 2] has a relationship to the attack
outcome (target). A test for correlation is done to check if there is a relationship between the dangerousity
score and the attack outcome. To do so, the Spearman`s rank-order correlation is used, because the target is an
ordinal scale and the data is not normally distributed. The signi�cance level is set at a = 0.05. The following
hypothesis is tested:

H0: there is no association between the dangerousity score and the outcome of an attack.

Ha: there is an association between the dangerousity score and the outcome of an attack.

In Table 4.1 the temporal aggregated dangerousity features with its correlation are shown.

Feature Correlation p-value

DA max 0.42329 < 0.001
DA avg 0.38877 < 0.001
DA std 0.38134 < 0.001
DA min 0.17998 < 0.001

Table 4.1: Spearman`s rank-order correlation of the temporal aggregated dangerousity scores with the outcome of an attack.

Results of the Spearman`s rank-order correlation indicated that there was a signi�cant positive association
between the maximum dangerousity score and the outcome of an attack, ( rs(2927) = 0.423,p < 0.001). The
same applies to the other cases, so H0 is rejected and we can conclude that there is an association between the
dangerousity score and the attack outcome.
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The maximum, average and standard deviation of the dangerousity score are moderately correlated with
the attack outcome. The minimum dangerousity score has a weak correlation. From now on, we take the
maximum dangerousity score for plotting purposes, because it has the strongest correlation with the attack
outcome. The boxplots of the maximum dangerousity scores per attack outcome can be found in Figure 4.1.
It can be deduced from this that there is a relationship between the maximum dangerousity score and the
outcome of an attack. In general, a higher dangerousity score leads to a better outcome of an attack.

Figure 4.1: Boxplots of the maximum dangerousity scores per attack outcome. In parentheses the number of attacks per
outcome.

In Figure 4.2 a histogram of the maximum dangerousity scores can be found. It can be concluded that most
attacks lead to a low maximum dangerousity score. Figure 4.3 shows that the distribution of the maximum
dangerousity scores is very different depending on the attack outcome. Most attacks that lead to nothing
have a maximum dangerousity score of 0.2 or lower, while most attacks that lead to a goal have a maximum
dangerousity score of more than 0.7.
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Figure 4.2: Histogram of the maximum dangerousity scores.

Figure 4.3: Histograms of the maximum dangerousity scores for the four different outcomes of an attack. Top left the
dangerousity scores which leads to no shot, top right scores which leads to a shot off target, bottom left the scores which
leads to a shot on target and bottom right the scores which leads to a goal.
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4.2 Attack Outcomes

It is now interesting to know if there is a difference in the maximum dangerousity scores between the four
outcomes of an attack. Before we test that, we need to know if the four groups come from a normal distribution.
This is done via a test for normal distribution, which is based on D`Agostino and Pearson`s test that combines
skewness and kurtosis to produce an omnibus test for normality. The hypothesis below is tested for signi�cance
for all four groups separately ( a = 0.05):

H0: the sample comes from a normal distribution.

Ha: the sample does not come from a normal distribution.

The results can be found in Table 4.2.

Target Mean Standard
Deviation

Median Skewness Kurtosis p-value Normal dis-
tribution?

All 0.256 0.235 0.154 0.897 -0.360 < 0.001 No
No shot 0.203 0.203 0.107 1.246 0.539 < 0.001 No
Shot off target 0.428 0.231 0.448 -0.018 -0.918 < 0.001 No
Shot on target 0.460 0.239 0.486 -0.112 -1.035 < 0.001 No
Goal 0.589 0.224 0.620 -0.384 -0.482 0.222 Yes

Table 4.2: Descriptive statistics per attack outcome.

We can say that only “goal“ does come from a normal distribution, with a skewness of - 0.384and a kurtosis of
-0.482. For “no shot“, “shot on target“ and “shot off target“ the p-value is less than 0.001, so H0 is rejected and
we can say that these groups does not come from a normal distribution.

A Kruskal-Wallis H test is used to see if there is signi�cant difference between the groups, because not all
groups have a normal distribution. The following hypothesis is tested for signi�cance:

H0: there is no difference in the maximum dangerousity score between the outcomes of an attack.

Ha: there is a difference in the maximum dangerousity score between the outcomes of an attack.

The Kruskal-Wallis H test showed that there was a statistically signi�cant difference in the dangerousity scores
between the outcomes of an attack, (H (3) = 529,p < 0.001), with a mean dangerousity score of 0.203 for “no
shot“, 0.428 for “shot off target“, 0.460 for “shot on target“ and 0.589 for “goal“.

Now we know that there is a signi�cant difference between the groups, we want to know if there is a signi�cant
difference between all the groups. So we do a post hoc analysis with the Mann-Whitney U test to �nd out if
the distribution of the maximum dangerousity scores is different between two groups. The hypothesis below
is tested for signi�cance:

H0: the distribution of the maximum dangerousity scores for the two groups is not different.

Ha: the distribution of the maximum dangerousity scores for the two groups is different.

The results of the test can be found in Table 4.3.
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Test Accept /
Reject

Conclusion

H0: the distribution of
“no shot“ and “shot off tar-
get“ is not different.

Reject H0 The Mann-Whitney U test indicated that there is no signi�cant
difference in the distribution of the maximum dangerousity score
between “no shot“ ( Mdn = 0.107) and “shot off target“ ( Mdn =
0.448), (U = 175625,p < 0.001).

H0: the distribution of
“shot off target“ and “shot
on target“ is not different.

Accept H0 The Mann-Whitney U test indicated that there is no signi�cant
difference in the distribution of the maximum dangerousity score
between “shot off target“ ( Mdn = 0.448) and “shot on target“
(Mdn = 0.486), (U = 28613,p = 0.065).

H0: the distribution of
“shot on target“ and “goal“
is not different.

Reject H0 The Mann-Whitney U test indicated that there is no signi�cant
difference in the distribution of the maximum dangerousity score
between “shot on target“ ( Mdn = 0.486) and “goal“ ( Mdn =
0.620), (U = 5354,p < 0.001).

Table 4.3: Results of the Mann-Whitney U test to test on equal distribution between two groups.

4.3 Player & Team Reports

Now we know that the dangerousity score re�ects something relevant about the outcome of an attack, we
show some results on the player and team level in section 4.3.1 and 4.3.2. The dangerousity score is only
determined for the player with ball in the �nal third. The maximum score per �ve seconds has been taken,
after that we take the sum per �fteen minutes, according to section 3.4.5.

4.3.1 Dangerousity per Team

We analyze the �rst half between Team AAA and Team BBB on its offensive performance. Team BBB won the
game with 3-0, with this score already on the scoreboard at half time. They scored one goal in the �rst �fteen
minutes and two goals in the last �fteen minutes of the �rst half. This cannot directly be deduced from the
dangerousity score, but when we look at the dangerousity scores of Team BBB more closely, we see that they
were much more dangerous than Team AAA in the last part of the �rst half, resulting in two goals (see Figure
4.4).
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Figure 4.4: Offensive team performance based on the dangerousity score of Team AAA and Team BBB during the �rst half
of the match. The dangerousity scores on a single timestamp vary from 0 to 1. The maximum score per player per �ve
seconds has been taken, after that the sum per team per �fteen minutes has been taken.

In the �rst �fteen minutes, Team AAA ( 59.7 seconds) spent much more time with attacks than Team BBB
(35.7 seconds), resulting in an almost twice higher dangerousity score. In the second �fteen minutes, Team
AAA ( 45.0 seconds) was more dangerous than Team BBB (105.2 seconds), but they were engaged in attacks for
far less time. This is because Team BBB had three attacks that lasted longer than18 seconds, but were not
dangerous. They mostly played the ball around between the center line and the beginning of the �nal third. In
the last �fteen minutes of the �rst half, Team BBB ( 58.7 seconds) were much more dangerous than Team AAA
(70.9 seconds), but they were attacking for a shorter period than Team AAA.

The statistics of the �rst half between Team AAA and Team BBB can be found in Table 4.4. If we look at the
number of goals, attempts and shots on target, Team BBB seemed much stronger. If we look at ball possession,
Team AAA seemed to be the better team. If we look at the total dangerousity score, we see that the teams
were in balance with each other. The table also shows that Team BBB had a higher total dangerousity score,
but a lower dangerousity score per second. All in all, we can conclude that both teams were almost equally
dangerous, but that Team BBB was much more effective than Team AAA by scoring three goals.

Team Team AAA Team BBB

Goals 0 3
Ball possession 60% 40%
Attempts 2 6
Shots on target 2 4
Total dangerousity score 14.61 15.75
Seconds in �nal third 175.6 199.6
Dangerousity per second 0.083 0.079

Table 4.4: Statistics of the �rst half between Team AAA and Team BBB.
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4.3.2 Dangerousity per Player

We can also look at the dangerousity score at player level. Figure 4.5 shows the performance of all the players
of Team BBB during the �rst half against Team AAA. Player 1266made the biggest contribution to the attacks
of Team BBB during the last �fteen minutes of the �rst half, according to his dangerousity score. This player
has therefore been very dangerous, but did not score a goal and did not give an assist in the last �fteen
minutes, so the dangerousity score re�ects more than only goals and assists do. Player 1182scored a goal in
the �rst 15 minutes. His dangerousity scores over the �rst half are very constant. Player 1241and 1267scored
a goal in the last 15 minutes of the �rst half.

Figure 4.5: Offensive player performance based on the dangerousity score of Team BBB during the �rst half against Team
AAA. Player 1182scored in the �rst 15 minutes, player 1241and 1267in the last 15 minutes.

In Table 4.5 the dangerousity scores of all players during the �rst half of Team AAA against Team BBB can be
found. Player 1239has one of the lowest total dangerousity scores, but he has the highest dangerousity score
per second, so in the 0.7 seconds that he had possession of the ball in the �nal third, he was very dangerous.
This could be valuable information for the coach.
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TeamID PlayerID 0-15 16-30 31-45+ Total Seconds in
Final Third

Dangerousity
per Second

Team BBB 1182 1.20 1.08 1.37 3.65 50.0 0.07
Team BBB 1266 0.66 0.23 2.72 3.61 10.7 0.34
Team AAA 1619 2.11 0.91 0.16 3.19 15.9 0.20
Team AAA 1618 0.80 1.40 0.67 2.87 38.0 0.08
Team BBB 1267 0.44 0.90 0.87 2.21 13.8 0.16
Team AAA 1612 1.92 0.00 0.03 1.95 3.4 0.57
Team AAA 1616 0.13 1.20 0.32 1.65 16.1 0.10
Team BBB 1261 0.00 0.00 1.47 1.47 2.2 0.67
Team AAA 1614 1.23 0.16 0.00 1.39 6.2 0.22
Team BBB 1242 0.56 0.31 0.46 1.34 31.2 0.04
Team AAA 1611 0.10 0.48 0.74 1.32 25.8 0.05
Team BBB 1241 0.41 0.00 0.73 1.14 3.4 0.34
Team BBB 30 0.00 1.03 0.05 1.07 13.1 0.08
Team AAA 1617 0.03 0.00 0.98 1.01 4.6 0.22
Team AAA 1613 0.50 0.06 0.31 0.87 22.9 0.04
Team BBB 1239 0.00 0.00 0.79 0.79 0.7 1.12
Team BBB 1192 0.29 0.03 0.15 0.48 6.2 0.08
Team AAA 1615 0.28 0.05 0.03 0.36 2.8 0.13
Team AAA 1610 0 0 0 0
Team BBB 1233 0 0 0 0
Team BBB 1264 0 0 0 0
Team AAA 1609 0 0 0 0

Table 4.5: Dangerousity scores of all the players during the �rst half of Team AAA against Team BBB, including the number
of seconds the player is in possession of the ball in the �nal third and the dangerousity per second.

4.4 Subgroup Discovery

The subgroup discovery is done according to section 3.5.1. We perform a subgroup discovery at depth 1 in
section 4.4.1 and at depth 2 in section 4.4.2. Depths higher than 2 are mostly too dif�cult to interpret. We look
at three different binary targets: no shot, shot off target and shot on target (including goal).

4.4.1 Subgroup Discovery at Depth 1

At re�nement depth 1, there is one feature that de�nes the rule for the subgroup. Swap-randomization is used
to compute a threshold value per subgroup discovery setting to determine if a subgroup is signi�cant. With a
WRAcc of above 0.014“no shot“ is signi�cant at 5%. For “shot off target“ the threshold value is 0.011and for
“shot on target“ this value is 0.010.

For the target “no shot“, a maximum Zone-Control-Pressure dangerousity score ( DA max(ZCP)) below 0.2286
is the most important, with a WRAcc of 0.082, a coverage of1831(62.5%) and a probability of 92.4%. For the
target “shot off target“, a minimum distance of 23.7 meters or smaller is the most predictive, with a WRAcc of
0.042, a coverage of1099(37.5%) and a probability of 22.8%. In Table 4.6 the �rst ten subgroups for “shot on
target“ are shown. They are ranked according to the quality measure, WRAcc. The �rst subgroup is de�ned by
a maximum Zone-Control-Pressure dangerousity score ( DA max(ZCP)) higher than 0.2286. The coverage is
1099(37.5%) with a probability of 19.8%, which means that nearly 20% of the attacks in this subgroup lead to
a shot on target. In the whole dataset this is only 9%.

The maximum Zone-Control-Pressure dangerousity score ( DA max(ZCP)) is hard to interpret, but this feature
is the most predictive for the outcome of an attack, at re�nement depth 1. When the score for Zone for the
player with ball is high (i.e., the player is close to the goal), he has a good control over the ball (i.e., the relative
speed between player and ball is low) and the pressure of the defensive team is low (i.e., there are few or no
defenders between the player with ball and the goal) during an attack, the maximum Zone-Control-Pressure
dangerousity score (DA max(ZCP)) is high. Other, easier to interpret features in the top 10 are distToGoalmin
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and centralitymax. They are both a bit obvious, but when the minimum distance to the goal is less than 23.7
meters or the maximum centrality is above 0.57 (where 0 is the side line and 1 the middle of the �eld) the
chance of shooting on target is bigger. A full list of the features can be found in Table B. 1 and Table B.2 in
Appendix B.

Nr Coverage Quality Probability Positives Conditions

1 1099 0.04001 0.19745 217 DA max(ZCP) > = 0.229
2 1117 0.03980 0.19517 218 DA max(ZP) > = 0.233
3 1141 0.03905 0.19106 218 Zonemax > = 0.45
4 1099 0.03899 0.19472 214 DA max(ZPD) > = 0.284
5 1099 0.03865 0.19381 213 DA max(ZC) > = 0.142
6 1099 0.03830 0.19290 212 DA max > = 0.273
7 1099 0.03796 0.19199 211 DA avg pTpP avg(ZCP) > = 0.102
8 1099 0.03796 0.19199 211 distToGoalmin < = 23.716
9 1099 0.03762 0.19108 210 DA avg pTpP avg(ZC) > = 0.062
10 1465 0.03754 0.16587 243 centralitymax > = 0.570

Table 4.6: Outcome of the Subgroup Discovery in Cortana for the target “shot on target“ at re�nement depth 1. pTpPrefers
to the features that are �rst aggregated at player-level and then at team-level.

The area under the Receiver Operating Characteristic (ROC) curve is a good metric to compare the performance
of classi�ers. The ROC curve of “shot on target“ at re�nement depth 1 can be found in Figure 4.6, with an
AUC of 0.77. Each subgroup represent a point in ROC space, expressed in its false positive rate (FPR) and true
positive rate (TPR). The closer the subgroups are to the diagonal, the more random they are. The AUC of “no
shot“ is 0.786and the AUC of “shot off target“ 0.741. Now we can say that the classi�er for “no shot“ is the
best one.
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Figure 4.6: Receiver Operating Characteristic curve for the target “shot on target“ at re�nement depth 1. The Area Under
Curve is 0.77.

For all three targets, Zone-Control-Pressure dangerousity score (DA max(ZCP)) is (one of) the most important
features. In Figure 4.7, boxplots of this feature are shown per attack outcome. A higher DA max(ZCP) score
leads in most cases to a better outcome of the attack.
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Figure 4.7: Boxplots of the maximum Zone-Control-Pressure dangerousity score ( DA max(ZCP)) per attack outcome. The
value per attack is between 0.00 and 0.67, because the Density feature is set to1. In parentheses the number of attacks per
outcome.

The full Cortana output at re�nement depth 1 can be found in Figure C.1, C.2 and C.3 in Appendix C.

4.4.2 Subgroup Discovery at Depth 2

At re�nement depth 2, a combination of two features describes the rule of the subgroup. We look again to
three targets, as mentioned in the previous section. With a WRAcc of above 0.018“no shot“ is signi�cant at 5%.
For “shot off target“ the threshold value is 0.015and for “shot on target“ this is 0.013.

For the target “no shot“, the subgroup with the highest WRAcc is when there is a maximum Zone-Pressure
dangerousity score (DA max(ZP)) below 0.23 in combination with the average (at team-level) of the average (at
player-level) angle to goal of all players of the attacking team of 23.49 or higher. This subgroup is somewhat
dif�cult to interpret. If the score for zone in which the player in possession is located is low (i.e. the player is far
from the goal) and the pressure of the defensive team is high (i.e. there are many defenders between the player
in possession and the goal), and the average (at team-level) of the average (at player-level) angle to the goal of
the players with ball of the attacking team is no greater than 57.94, the chance that it does not lead to a shot is
greater. The WRAcc of this subgroup is 0.083, the coverage1620(55.3%) and the probability 94.4%. For “shot off
target“, a maximum centrality of 0.57 or higher in combination with a maximum Zone-Pressure dangerousity
score (DA max(ZP)) of 0.13 or higher can be seen as the best subgroup. The WRAcc of this subgroup is0.046,
the coverage1106(37.8%) and the probability 24.1%. In Table 4.7 the outcome of the subgroup discovery for
“shot on target“ can be found. The full Cortana output at re�nement depth 2 can be found in Figure C.4, C.5
and C.6 in Appendix C.
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Nr Coverage Quality Probability Positives Conditions

1 962 0,042552 0,220374 212 DA max(ZCP) > = 0.229 AND
angleToGoalavg pTpP avg < = 57.942

2 1099 0,042401 0,203822 224 centralitymax > = 0.570 AND
DA avg pTpP avg(ZCP) > = 0.065

3 1099 0,042401 0,203822 224 centralitymax > = 0.570 AND DA std(ZP) > = 0.012
4 1099 0,04206 0,202912 223 centralitymax > = 0.570 AND DA avg(ZPD) > =

0.071
5 1099 0,04206 0,202912 223 centralitymax > = 0.570 AND DA max(ZPD) > =

0.154
6 1099 0,04206 0,202912 223 centralitymax > = 0.570 AND DA std(ZPD) > =

0.014
7 1099 0,04206 0,202912 223 centralitymax > = 0.570 AND DA avg > = 0.068
8 1099 0,04206 0,202912 223 centralitymax > = 0.570 AND DA max > = 0.150
9 978 0,042056 0,216769 212 DA max(ZP) > = 0.233 AND

angleToGoalavg pTpP avg < = 58.457
10 916 0,04193 0,224891 206 centralitymax > = 0.570 AND DA max(ZCP) > =

0.222

Table 4.7: Outcome of the Subgroup Discovery in Cortana for the target “shot on target“ at re�nement depth 2. pTpPrefers
to the features that are �rst aggregated at player-level and then at team-level.

The ROC curve of “shot on target“ at re�nement depth 2 can be found in Figure 4.8, with an AUC of 0.807.
The test is therefore very accurate. The AUC of “no shot“ is 0.805and for “shot off target“ the AUC is 0.767.
We can conclude that the classi�er for “shot on target“ is the best one.

Figure 4.8: Receiver Operating Characteristic curve for the target “shot on target“ at re�nement depth 2, with an Area
Under Curve of 0.807.
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Chapter 5

Discussion

The experiments in chapter 4 have shown that the maximum dangerousity score has the strongest correlation
with the outcome of an attack (no shot, shot off target, shot on target and goal). There is a moderate correlation
that is well represented by boxplots. Afterwards, we have compared the attack outcomes with each other to
see if there is a difference in the maximum dangerousity scores between them. From the test for normality
follows that only “goal“ does come from a normal distribution. Therefore we have performed a Kruskal-
Wallis H test, which showed that there was a statistically signi�cant difference in the dangerousity scores
between the outcomes of an attack. Therefore, we have repeatedly compared two attack outcomes with each
other using a Mann-Whitney U test, which showed that only “shot off target“ and “shot on target“ have no
signi�cant difference in the distribution of the maximum dangerousity score. From these test follows that
Link`s dangerousity is a good method to measure the offensive performance of individual players and the team.
By plotting the dangerousity scores in graphs, the coach gets a good impression of the offensive performances
of players and the team.

The experiments have also shown that by using subgroup discovery interesting patterns appear in a dataset
with a large number of aggregated features. We have performed the subgroup discovery in three different
settings. It shows that the maximum Zone-Control-Pressure dangerousity score ( DA max(ZCP)) during an
attack comes up best. So we can say that when the player is in a good position (i.e., close to the goal), has good
ball control and there is little pressure from the defense, the chance of a good result of an attack (i.e., shot or
goal) is higher. The value for the maximum Zone-Control-Pressure dangerousity score is rather dif�cult to
interpret. Therefore, future work must prove the practical application of our research by creating an interactive
visualization tool to plot the values during an attack in combination with the positions of the players on the
�eld. Visual analytics could be a useful method for doing this, for example by using a Business Intelligence
tool. In such a BI tool the KNVB has various possibilities to visualize and analyze the data. Other possibilities
in such a tool are comparing the dangerousity scores from one match to another, comparing the dangerousity
scores from one player in multiple matches, and comparing the dangerousity scores over a certain period (e.g.,
per coach) to analyze the offensive performance in this period.

In contrast with Link, we discovered that the density feature adds nothing to the dangerousity feature. This
may be due to the fact that we did not have the right parameters, we tested it in an event-based setting with
aggregated features or because we tested dangerousity in a different environment, namely matches of the
Dutch national soccer team instead of the Bundesliga. Future research must prove this.

Other future research should show whether adjusting the length of the critical period leads to better results.
We have now aggregated over the full duration of an attack, but maybe only the last 10 seconds before a critical
event (e.g., shot or goal) take place are interesting. In addition, other features could be added that may be
related to the outcome of an attack. Examples are the movement dynamics of the players and the ball, the
direction in which the players are looking, their position in relation to the ball, the extent to which teammates
are available and different individual skills [ 2]. Moreover, the performance results for dangerousity have to be
compared with the coach`s view on offensive performance. Only if they match, the use of this tool can be a
success.
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Chapter 6

Conclusions

In this research, we give an answer on the following question: Can Link`s dangerousity be used to meaningfully
analyze offensive player- and team-performance? Dangerousity is meaningfully if it says something relevant
about the outcome of an attack. Therefore, we have matched the aggregated (min, max, std, avg) dangerousity
score and its underlying components (Zone, Control, Pressure and Density) to the attack outcome (no shot,
shot off target, shot on target and goal). From this, it follows that the dangerousity method of Link is a good
measure to analyze the offensive performance of individual players and the team, but it is not the best. Overall
the maximum Zone-Control-Pressure dangerousity score ( DA max(ZCP)) during an attack comes up best, with
the Density feature excluded. We can therefore conclude that when the player with ball is in a good position
(i.e., close to the goal), has a good control over the ball (i.e., the relative speed between player and ball is low)
and the pressure from the defense is low (there are a few or no defenders between the player and goal) that
the chance that the attack leads to a good result is greater (i.e. shot or goal).

Unfortunately, we were not able to replicate the dangerousity method of Link exactly, because the algorithms
are not publicly available. Therefore, it may be that with the right parameters the model scores even better.
For now, we can say that it can be a useful tool to gain insight into a characteristic that is dif�cult to measure
objectively. Future work should examine how these objective measures match with the coach`s views on the
performance.
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Appendix A

Dangerousity

Dangerousity (DA) can be described as the chance of scoring a goal for every moment in time a player is in
possession of the ball during an attack. An attack starts when a player walks into the last 35 meters of the �eld
(�nal third) with the ball and ends when the opposite team retrieves ball possession or when the ball passes
the center line.

Dangerousity is based on four components: Zone, Control, Pressure and Density, which will be discussed in
the next sections. Zone and Control are attacking components, so they increase Dangerousity. Pressure and
Density are defending components, so they decrease dangerousity. The values for the four components are in
a range between 0 (low) and 1 (high).

Dangerousity is calculated for every moment in time (t) with the following formula:

DA (t) = ZO(t) �
�

1 �
1 � CO(t) + PR(t) + DE(t)

k1

�

A.1 Zone

Zone (ZO) is a value for the dangerousity only based on the position of the player on the �eld. Link determines
for every player who is in possession of the ball in the last 34 meters of the �eld a value for Zone. In this
research the players who are in the last 35 meters to the goal get a value for Zone, because this can be quali�ed
as the �nal third of the �eld.

The values for Zone can be found in Figure A. 1. Link made some assumptions to evaluate the position on the
�eld for the player with ball. First, the danger rises if a player is more central and closer to the goal. Second, if
a player walks into the penalty area the danger rises, because of the chance of a penalty kick. Third, there is
a area in front of the goal where the danger does not increase any further. Fourth, if a player is in an sharp
angle to the goal the danger decreases. Fifth, the danger arises on the side of the penalty area because of the
chance of a cross with little risk of offside.

The implementation of Zone is done by simply putting all the values for every 1 by 1 meter in a CSV �le. This
CSV �le is loaded into an array in Python. For every player which is in possession of the ball in the �nal third
(last 35 meters) the X and Y coordinates are determined and the value of zone is read from the array.

A.2 Control

The ball control (CO) of a player is estimated by means of the average relative speed between player and ball
(vrel). It is assumed that a player has a high Control when the relative speed between player and ball is low, for
example as a player is dribbling with the ball. A player has low Control when the relative speed is high, for

28




	Abstract
	Introduction
	Related Work
	Methods
	Data Overview
	Attack
	Preprocessing in Inmotio
	Pipeline
	Preprocessing
	Spatial Aggregation
	Event Selection
	Temporal Aggregation
	Player & Team Reports

	Analysis
	Subgroup Discovery


	Experiments
	Descriptive Statistics
	Attack Outcomes
	Player & Team Reports
	Dangerousity per Team
	Dangerousity per Player

	Subgroup Discovery
	Subgroup Discovery at Depth 1
	Subgroup Discovery at Depth 2


	Discussion
	Conclusions
	Appendices
	Dangerousity
	Zone
	Control
	Pressure
	Density

	Feature List
	Cortana Output

