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Abstract

Machine learning algorithms often have many hyper-parameters that can be tuned to improve empirical performance. However, manually exploring the complex hyper-parameter search spaces is tedious and cannot guarantee to find satisfactory outcomes. Recently, Bayesian optimization techniques for solving hyper-parameters optimization problem have shown substantial improvements, while also exposing some limitations. It is often the case that some hyper-parameters of a learning algorithm have a dependency on the values of other hyper-parameters or some conditions. These are called conditional hyper-parameters. Furthermore, this case can be expanded to include the choice of algorithm, resulting in the so-called combined algorithm selection and hyper-parameter optimization problem. In this thesis, we propose three strategies to extend Bayesian optimization to deal with such a hierarchical search space with conditional inputs, based on a state-of-the-art algorithm MiP-EGO [1]. We first evaluate MiP-EGO without conditional inputs on benchmark problems, and then empirically compare our proposed strategies with other methods on an algorithm configuration scenario. The results show MiP-EGO and its new variants can compete with other state-of-the-art methods, and they are promising for configuring and selecting learning algorithms in practice.
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Chapter 1

Introduction

Today, high-performance algorithms and models involve a large number of design choices and parameter settings. Design choices include alternative models, pre-processing, variable selection, value selection and so on. Many design choices have associated numerical parameters. A typical example in machine learning is Neural Networks (NNs), which have dozens of hyper-parameters (e.g. layer type, the total number of layers, the number of units in each layer) that need to be configured before training. The other examples include chemical plants optimization[2], engineering optimization [3, 4], computer simulation [5–7] and so on. The problem about parameter tuning and algorithm selection is common in science, engineering, finance, and other fields.

Challenges for designing algorithms and models involve three aspects basically. First of all, many alternative design choices are available but no one knows a prior which choice is optimal for a given problem. It is almost impossible for domain experts to test all the algorithms and it is also difficult for them to be familiar with all the specifics of existing methods. Secondly, high-performance algorithms often consist of various components but it is hard to figure out how these components and parameters interact with each other. A common practice is to treat the algorithm as a black-box where the internal working mechanism is unknown but inputs and outputs can be accessed. Thirdly, getting outputs or evaluating the performance of algorithms might be computationally expensive or resource intensive. This means that exhaustive enumeration or brute force search is not possible.
The traditional design approach is mainly based on trial-and-error which is guided by expertise or intuition. This simple approach generally attempts to find a solution, not the best solution and makes no attempt to generalize a solution to other problems.

To make this approach more systematic and automatic, a new concept called automatic algorithm configuration arises. Its workflow is illustrated in Figure 1.1. Note that this approach treats algorithm configuration as a black-box optimization problem. The configuration procedure executes the target algorithm, which is configured by a specific set of parameter settings, on one or more problem instances. And the configurator receives feedback (namely solution cost in Figure 1.1) about the algorithm’s performance using this set of parameter settings. The configurator uses this information to decide which target algorithm runs to perform subsequently. The configurator does not have access to any internal state of the target algorithm. This leads to a clean interface and makes the configurator applicable to new target algorithms. In this thesis, we mainly discuss this configuration procedure and focus on the design of configurators.

![Figure 1.1: Visualization of automatic algorithm configuration proposed by Hutter](image)

The notion of automatic algorithm configuration can be roughly divided into two parts discussed in the following: hyper-parameter optimization and algorithm selection.

In machine learning, hyper-parameter optimization is the problem of choosing a set of optimal hyper-parameters for a learning algorithm. For example, a powerful learning algorithm, RBF-based support vector machine (SVM) [9] has two hyper-parameters that require tuning, C and gamma. From Figure 1.2, we see the response surface (AUROC) can be highly irregular for even simple learning tasks. It is non-smooth, non-convex and has many local minima. This is a general observation in the hyper-parameter optimization problems, and is one of the key reasons why we need a robust configurator.
If there were no local minima, a simple numerical optimization technique could do the trick.

Algorithm selection, sometimes also called per-instance algorithm selection or offline algorithm selection can be stated as follow:

*Given a computational problem, a set of algorithms for solving this problem, and a specific instance that needs to be solved, determine which of the algorithms can be expected to perform best on that instance.* [10]

It is motivated by the observation that an algorithm has different performances on many practical problems. That is, while one algorithm performs well on some instances, it performs poorly on others. If we can identify when to use which algorithm, the potential of algorithms can be maximized and problems can be solved effectively.

The remainder of the thesis is structured as follows: We first introduce the traditional standard black-box optimization problem and the emerging algorithm configuration problem, which emphasizes on costly objective function evaluations, randomness and complex search spaces, and discuss their relation and difference. Then we introduce a wide range of related approaches for solving the hyper-parameter optimization problems in chapter 3. In chapter 4, we introduce Bayesian optimization strategy to solve these problems, and discuss two state-of-the-art implementations of this strategy. We also extend MiP-EGO [11], in chapter 5, to solve the combined algorithm selection and
hyper-parameter optimization problem by constructing hierarchical search space properly. The experimental results in chapter 6 show that our proposed methods perform well and are not significantly worse than the other methods.
Chapter 2

Problem Definitions and Comparison

An important topic of this thesis is clarifying the standard black-box optimization problem, and the algorithm configuration problem and their relations between the two. Before we introduce these two problems formally, we first introduce some common notations shared by both and some unique notations for the algorithm configuration problem.

Let $A$ denote an algorithm with parameters $\theta = (\theta_1, \ldots, \theta_k)$, where $\theta_i \in \Theta_i$ for $i = 1, \ldots, k$. The domain of possible values of $\theta_i$ is denoted as $\Theta_i$. These domains can be finite and ordered (for continuous and integer parameters) or finite and unordered (for categorical parameters). We use $\Theta \subseteq \Theta_1 \times \cdots \times \Theta_k$ to represent the space of all feasible parameter configurations, and $A(\theta)$ to represent the instantiation of algorithm $A$ with parameter configuration $\theta \in \Theta$.

Specifically for the algorithm configuration problem, let $D$ denote a probability distribution over a space $\Pi$ of problem instances, and denote an element of $\Pi$ as $\pi$, i.e., an individual problem instance. $D$ is usually defined as the uniform distribution over $\Pi$ [12].
2.1 Black-box Optimization Problem

Mathematically, the deterministic black-box optimization (BBO) problem is formulated as

$$\min_{\theta \in \Theta} f(\theta)$$

where $f : \Theta \to \mathbb{R}$ is a “black-box” function, that means no analytical or derivative information available. We can query $f$ at arbitrary input $\theta \in \Theta$ and the only information we can get about $f$ is its function value at this queried point. In typical BBO problems, the domain is continuous, that is, $\Theta \subseteq \mathbb{R}$. Other common names for $f$ which appear in this thesis are objective function, performance measure, fitness function or cost.

In the stochastic BBO problem, the function $f$ is replaced with a stochastic process $\{F_\theta | \theta \in \Theta\}$, a collection of random variables indexed by $\theta \in \Theta$. The goal of stochastic BBO is to find the configuration that optimizes a given statistical parameter $\tau$ of $F_\theta$’s distribution. This statistical parameter might be the expected value or median. Let $P_{\{\theta\}}$ denote the distribution of $F_\theta$, then the stochastic BBO problem is formulated, in [8], as

$$\min_{\theta \in \Theta} \tau(P_{\{\theta\}})$$

Specifically, in algorithm configuration, $P_{\{\theta\}}$ is also called the configuration’s cost distribution, an observed sample from that distribution is called observed cost, $o$, and the overall cost of a configuration is defined as $c(\theta) := \tau(P_{\{\theta\}})$ [8]. The optimal configuration is thus defined as

$$\theta^* \in \arg \min_{\theta \in \Theta} c(\theta)$$

Since the objective varies for different applications, the so-called overall cost could be defined as the median solution quality achieved within given computation time , or as the expected computation time required to reach an optimal solution. In this thesis, we will consider the solution quality as the performance measure of a given target algorithm.

To intuitively illustrate notations in the stochastic BBO problem, we give an example shown in Figure 2.1. Here, the black circle denotes the observed cost $o$ of running $A(\theta)$ on instance $\pi \in \Pi$. The cost of configuration $\theta$ is considered as a random variable $F_\theta$
and $\mathbb{P}(\theta)$ is denoted as $F_\theta$’s distribution. In this example, all of the observed cost values on configuration $\theta$ are sampled from a normal distribution. A statistical parameter of $F_\theta$ is denoted as $\tau$. In this example, $\tau$ represents the expected value. If we connected all values of $\tau$ in configuration space in this figure, we can get a curve representing the objective function that we want to optimize, i.e. $c(\theta) := \tau(\mathbb{P}(\theta))$.

Figure 2.1: An example of stochastic BBO problem.

2.2 Algorithm Configuration Problem

Roughly speaking, the algorithm configuration problem (AC) can be stated as follows: given a parameterized algorithm $A$, a set of problem instances $\Pi$ and an overall cost metric $c$, find configuration $\theta$ of $A$ that minimizes $c$ on $\Pi$. We see that AC is similar to the stochastic BBO. Both of them aim to find the value of a vector $\theta \in \Theta$ that minimizes a scalar-valued function $F(\theta)$. From this angle, AC can be viewed as a special type of BBO problem.

Before we compare both of them in detail, it is necessary to introduce the formal definition of AC given in [8, 12].

Definition 2.1. (Algorithm configuration problem). An instance of the algorithm configuration problem consists of a 6-tuple $\langle A, \Theta, D, \kappa_{\text{max}}, o, \tau \rangle$, where:

- $A$ is a parameterized algorithm;
- $\Theta$ is the parameter configuration space of $A$;
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- \( \mathcal{D} \) is a distribution over problem instances with domain \( \Pi \), usually assumed as uniform distribution;

- \( \kappa_{\text{max}} \) is a cutoff time (or captime), after which each run of \( \mathcal{A} \) will be terminated if still running;

- \( o \) is a function that measures the observed cost of running \( \mathcal{A}(\theta) \) on instance \( \pi \in \Pi \) with captime \( \kappa \in \mathbb{R} \); and

- \( \tau \) is a statistical population parameter to be optimized.

From this definition, we can see that the algorithm configuration problem for deterministic algorithms and single instances can be seen as the deterministic BBO problem, while AC of randomized algorithms or AC on a set of instances \( \Pi \) would be a stochastic BBO problem. The relation between AC and BBO are summarized in Figure 2.2. Note that algorithm parameters can be discrete, so in the AC problems we have \( \Theta \neq \mathbb{R}^d \).

Figure 2.2: The relation of AC and BBO

It turns out that the cost of a configuration, \( c(\theta) \), can not be optimized directly because we can not provide an analytical form for it. Instead we can only execute a sequence of runs \( R \) of the target algorithm \( \mathcal{A} \) with different parameter configurations, that means we can only get empirical estimates of \( c(\theta) \)'s value. This derives the notion of the empirical cost estimate given in [8, 12].

Definition 2.2. (Empirical Cost Estimate). Given an algorithm configuration problem instance \( (\mathcal{A}, \Theta, \mathcal{D}, \kappa_{\text{max}}, \tau) \), an empirical cost estimate of \( c(\theta) \) based on a sequence of runs \( R = ((\theta_1, \pi_1, s_1, \kappa_1, o_1), \ldots, (\theta_n, \pi_n, s_n, \kappa_n, o_n)) \) is defined as \( \hat{c}(\theta, R) := \hat{\tau}(\{o_i|\theta_i = \theta\}) \), where \( \hat{\tau} \) is the sample statistic analogue to the statistical parameter \( \tau \).

Here \( s_i \) denotes the random number seed used in the run. If we denote \( R_{\theta} \) as the sequence of runs with configuration \( \theta \) (i.e. all \( \theta_i \) equals \( \theta \) in these runs), we can see that
the empirical estimate of $c(\theta)$ is solely based on $R_\theta$. This definition suggests that, on one hand, AC is exactly the stochastic BBO when configuring a randomized algorithm on a single instance; on the other hand, a fair comparison between two configurations $\theta_i$ and $\theta_j$ should be based on the same number of runs, i.e. $|R_i| = |R_j|$. With this notion in mind, when executing a sequence of runs $R$, the configuration observed so far to have the lowest cost, is called the incumbent configuration, shortly the *incumbent*, $\theta_{\text{inc}}$.

### 2.3 Comparison between BBO and AC

From the definition above, we can see a big difference between AC and BBO is about how the notion of runs is defined. In BBO problems, each function evaluation is assumed to take the same amount of time on a given instance. Thus the $i$th run in $R$ can be described by three values: $(\theta_i, s_i, o_i)$, that is, parameter configuration $\theta_i$, the random number seed $s_i$ used in the run and the observed cost $o_i$. In contrast, in the AC problem, the $i$th run is described by five values: $(\theta_i, \pi_i, s_i, \kappa_i, o_i)$. Here, $o_i$ measures the observed cost of running $A(\theta_i)$ on instance $\pi_i$ with captime $\kappa_i$. This implies multiple instances with various hardness tend to be solved simultaneously in the overall configuring process. We are also free to terminate any runs after any cutoff time $\kappa \leq \kappa_{\text{max}}$, to avoid poor configuration wasting too much time on some difficult instances [8]. The different terminologies used in BBO and AC are summarized in Table 2.1.

<table>
<thead>
<tr>
<th>BBO</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter tuning</td>
<td>Algorithm configuration</td>
</tr>
<tr>
<td>Best configuration seen so far</td>
<td>The incumbent</td>
</tr>
<tr>
<td>A group of similar objective functions</td>
<td>Instances</td>
</tr>
<tr>
<td>A deterministic function to be optimized</td>
<td>A statistical parameter of an observation distribution to be optimized</td>
</tr>
</tbody>
</table>
2.4 Combined Algorithm Selection and Hyper-parameter Optimization

BBO and AC are concerned with the hyper-parameters optimization of a single algorithm. However, it is also challenging to choose a suitable algorithm for a specific problem before tuning its hyper-parameters. It is infeasible to try all algorithms in practice, and also, the rankings of algorithms depend on whether their hyper-parameters are tuned properly. This dilemma is especially common when trying to select a suitable classification algorithm. Fortunately, according to the work in [13], these two problems can efficiently be tackled as a single, structured, joint optimization problem, which is formulated as the Combined Algorithm Selection and Hyper-parameters optimization (CASH) problem [13]. Given a set of classification algorithms \( A = \{ A^{(1)}, A^{(2)}, \ldots, A^{(m)} \} \) with associated hyper-parameter spaces \( \Theta_1, \Theta_2, \ldots, \Theta_m \), the CASH problem is formally defined as

\[
A^* \in \arg\min_{A^{(j)} \in A, \theta \in \Theta_j} \frac{1}{k} \sum_{i=1}^k L \left( A^{(j)}_\theta, D^{(i)}_{\text{train}}, D^{(i)}_{\text{valid}} \right),
\]

where \( L \left( A^{(j)}_\theta, D^{(i)}_{\text{train}}, D^{(i)}_{\text{valid}} \right) \) is the loss (i.e. misclassification rate) achieved by \( A^{(j)}_\theta \) with hyper-parameters \( \theta \) when trained on \( D^{(i)}_{\text{train}} \) and evaluated on \( D^{(i)}_{\text{valid}} \). K-fold cross-validation is used for estimating generalization performance of the classification algorithm \( A^{(j)} \). The goal of the CASH problem is to find the joint algorithm and hyper-parameter setting that minimize the average loss \( L \) on a dataset.

To make this problem easier to solve, we reformulate it as the following, by adding an extra algorithm selection parameter \( \theta_0 \in \Theta_0 = \{ 1, 2, \ldots, m \} \). It is written as

\[
\theta^*_{0}, \theta^* = \arg\min_{A^{(j)} \in A, \theta \in \Theta_j} L \left( A^{(j)}_\theta, D \right).
\]

Here, the loss defined previously is simplified to be \( L \left( A^{(j)}_\theta, D \right) \), denoting the cross-validation error achieved by \( A^{(j)}_\theta \) on a dataset \( D \). We combine the hyper-parameters and algorithm selector parameter all together. The resulting hybrid search space is written as \( \Gamma = \Theta_0 \times \Theta_1 \times \cdots \times \Theta_m \). We say that hyper-parameters \( \theta_j \in \gamma \) of \( A^{(j)} \) are active if parameter selector \( \theta_0 = j \). The hierarchical structure of \( \Gamma \) is demonstrated in Figure 2.3.
In Figure 2.3, the conditionality of hybrid configuration $\gamma = (\theta_0, \theta_1^\top, \ldots, \theta_m^\top)^\top$ is defined vertically in the graph, with subgroups separated by different values of root-level parameter. At any time, only a subset of $\gamma$ is active, and the other hyper-parameters do not take values. In this thesis, we propose several approaches to deal with the CASH problem with conditional parameter, and the experimental results are discussed in section 6.2.

\[
\begin{align*}
\theta_0 & \\
\theta_1 & \quad \ldots \\
\theta_m & \\
\text{if } \theta_0 = 1 & \\
\text{if } \theta_0 = m & \\
\theta_1 & \\
\theta_m &
\end{align*}
\]

\[
\theta_1 = (\theta_{11}, \theta_{12}, \ldots, \theta_{1l_1})^\top \\
\vdots \\
\theta_m = (\theta_{m1}, \theta_{m2}, \ldots, \theta_{m_{l_m}})^\top \\
\gamma = (\theta_0, \theta_1^\top, \ldots, \theta_m^\top)^\top
\]

Figure 2.3: Generic hyper-parameter space with hierarchical structure.
Chapter 3

Related Approaches

In general, every black-box optimization method can be applied to the hyper-parameter optimization problem. Due to the non-convex nature of the problem, global optimization algorithms are usually preferred, but some local optimization is useful in order to make progress within a few function evaluations. In addition, some experimental design methods, such as grid search and random search, have been shown to be sufficiently efficient on hyper-parameter optimization problems although they are unreliable in some cases [14]. In this chapter, we first discuss sequential model-based optimization methods and then discuss meta-heuristic methods and the racing procedure (known as sequential statistical testing).

3.1 Sequential Model-Based Methods

Sequential model-based optimization, also known as Bayesian optimization, is a state-of-the-art technique for solving the expensive black-box optimization problem. It is recently widely used in tuning machine learning models for image classification [15, 16], speech recognition [17] and so on. In a nutshell, Bayesian optimization is an iterative algorithm with two key components: a probabilistic surrogate model which simulates the behaviour of the target function, and an acquisition function derived from the surrogate model to guide the location of next sample point. In each iteration, the promising sampling location is evaluated by the actual target function, and the surrogate model is re-trained on all observations of the target function made so far, then a new sampling position
is generated through maximizing the acquisition function. Compared to the original expensive target function, the acquisition function is much cheaper to be optimized.

Since searching promising candidate points is guided by a probabilistic model, Bayesian optimization often outperforms other model-free methods, such as random search and grid search, and is often able to find satisfactory result within a few function evaluation budgets. However, a major drawback of Bayesian optimization is that updating the surrogate model in each iteration can be costly, especially when the surrogate model is Gaussian processes. The time of computing a posterior prediction distribution of Gaussian processes grows cubically in the number of samples, as it needs to compute the inversion of a dense covariance matrix. Considering this limitation, Gaussian processes is replaced by other models in practice, such as deep neural networks [16] and random forest [18], and both of them show success in improving the scalability and reducing the computational cost of building the surrogate model.

### 3.2 Meta-Heuristic Methods

Meta-heuristic methods, such as genetic programming, evolutionary strategies, particle swarm optimization and local search, have been applied to hyper-parameter optimization for a long time and shown competitive performances [12, 19–23]. One of the best known population-based methods is the covariance matrix adaption evolutionary strategy (CMA-ES). It is a state-of-the-art variant of evolutionary strategy. New candidate solutions are derived based on a multivariate Gaussian whose mean and covariance matrix are updated in each generation according to the operation of recombination and mutation of individuals. Recent research shows that it tends to perform best for larger function evaluation budgets, while Bayesian optimization often performs best for small function evaluation budgets [24].

### 3.3 Racing Procedures

The racing algorithm was first proposed by Maron et al. [25] in 1997 for solving the model selection problem, after that, Birattari et al. [26, 27] improved the approach and applied it to automatically configuring meta-heuristic algorithms such as ant colony optimization
(ACO) on travelling salesman problem (TSP). The concept of racing procedure is based on a simple but effective idea: given a number of candidate solvers for a given problem, sequentially evaluate a set of candidates on one problem instance at once, and discard solvers that are shown to perform significantly worse than the current best ones. As a result, the computational overhead of evaluating solvers with different configuration will gradually bias to those promising candidates instead of wasting on bad solvers. And the final best candidate solvers will be evaluated most of times.

The racing algorithm has evolved many variants in recent years [28], such as F-Race, Sampling F-Race and Iterative F-Race. However, even the most efficient method, I/F-Race, still requires a relatively large evaluation budget. For example, optimizing an algorithm with 22 parameters needs at least 500 algorithm runs, which might be time-consuming for some expensive algorithms.
Chapter 4

Bayesian Optimization

In this chapter, we will introduce a powerful strategy, Bayesian optimization (BO), to solve the algorithm configuration problem, which can be seen as noisy and costly BBO problem in general. To adapt BO to more complex situations, two implementation of BO are proposed, namely SMAC and MiP-EGO. We will discuss their differences and experimentally test both of them.

Bayesian optimization is a powerful strategy for optimizing computationally expensive functions with small evaluation budget [29]. The efficiency of this approach comes from two aspects: estimate the original expensive function with a cheap surrogate model, and use a cheaper so-called acquisition function to decide where to sample next.

Algorithm 1 Bayesian Optimization

1: Generate the initial samples $X = \{ x_i \}_{i=1}^p$.
2: Evaluate $X$ and collect results to the data set $D = \{ (x_i, y_i) \}_{i=1}^p$.
3: Construct the surrogate model $M$ on $D$.
4: for $t = 1, 2, \cdots$ do
5: Select new $x_t$ by maximizing the acquisition function $\alpha$:
\[
x_t = \arg\max_x \alpha(x; M, D_{1:p+t-1})
\]
6: Evaluate $x_t$: $y_t = f(x_t)$.
7: Augment the data $D_{1:p+t} = \{ D_{1:p+t-1}, (x_t, y_t) \}$.
8: Update the surrogate model $M$.
9: end for

The generic BO procedure (see Algorithm 1) starts with an initial evaluation data set and an initial surrogate model. In the following loop, a promising point $x_t$ is selected by
maximizing the acquisition function $\alpha$, and then evaluate $x_t$ using the objective function $f$, finally update evaluation history data and corresponding surrogate model. Each step is explained in more detail in the following subsections.

### 4.1 Initial Design

To construct the surrogate model, some initial samples, $X = \{x_i\}_{i=1}^p$ are generated via a certain sampling technique, such as uniform random sampling and Latin Hyper-cube sampling (LHS) [30], and then evaluated by objective function or target algorithm in the algorithm configuration scenario. The number of the initial samples $p$ may affect the beginning phase of optimization process. A small $p$ may result in poor fitting of surrogate model and consequently a suboptimal point is selected by maximizing the acquisition function which is derived from that surrogate model. On the other hand, a large design may waste too many evaluations on those poor samples and optimization stage is forced to shorten within limited evaluation budget. In practice, obtaining an evaluation of a sample point $x$ is usually expensive and time-consuming. In this case, the initial design size $p$ can be set as 1 (only applicable for random forest surrogate model), so that optimization stage can be started as soon as possible.

### 4.2 Surrogate Models

When obtaining a function value is costly, it is natural to consider looking for a model to simulate the input-output relation of that function efficiently, and the output of this model should be as close to the function as possible. Some models in the machine learning community are good choices, which usually map an input to an output based on a set of data pairs. Since BO is a numerical iterative algorithm, where new input-output pairs are generated in each iteration, the surrogate model (also called response surface model or meta-model) needs to update itself in each iteration as well in order to simulate the function more and more accurately. In this subsection, we will elaborate two most commonly used surrogate models, Kriging and Random Forest (RF).
4.2.1 Kriging

Kriging is a spatial estimation method originated from Geostatistics, which is named after a South African engineer Krige in 1950s. Kriging is modeled by a stochastic process and gives the best linear unbiased prediction at an unsampled location. It has been widely used in spatial statistics, environmental science and computer simulation experiments, and is still important today [29].

The general aim of Kriging is to predict the value of an underlying random function (also called stochastic process or random field) \( Z = Z(x) \) at an unsampled location of interest \( x_0 \), based on a set of observations. In Kriging, the random function can be characterized by two major components, large scale variation (trend) and small scale error random function, represented as \( Z(x) = \mu(x) + Y(x) \).

Suppose a random function \( Z = Z(x) \) with \( x \in D \subseteq \mathbb{R}^d \), where \( Z(x) \) also denotes a random variable for \( \forall x \in D \). We assume that there are \( n \) distinct data locations \( x_1, \ldots, x_n \) and associated data values \( Z(x_1), \ldots, Z(x_n) \) evaluated by the underlying random function. The random vector is thereby defined as \( \mathbf{Z} := (Z(x_1), \ldots, Z(x_n))^T \in \mathbb{R}^n \), i.e. a collection of values of random variable \( Z(x_i) \). Based on proper prior assumption and random vector, Kriging is able to predict the value of random variable \( Z(x_0) \) at an arbitrary location \( x_0 \in D \).

The main idea of coefficient estimation in Kriging is that the observations which are close to the location being estimated tend to get more weight in the prediction so as to improve the accuracy of the estimate. In other words, Kriging relies on the Euclidean distances of observations and test location of interest, which are modeled by covariance of the underlying random function \( Z(x) \).

Model Assumptions

(i) Assume that \( Z(x) \) can be decomposed into a deterministic trend function \( \mu(x) \), and a residual (random function) from the trend \( Y(x) \), such that \( Z(x) = \mu(x) + Y(x) \) [31].

(ii) \( Y(x) \) is typically assumed to be intrinsically stationary with zero mean [31], namely

\[
    \mathbb{E}[Y(x)] = 0, \forall x \in D
\]
and the covariance function $\text{Cov}(Y(x_i), Y(x_j))$ only depends on $x_i - x_j$. The covariance function is required to be a positive-definite kernel. We take Gaussian kernel as an example in this section.

$$k(x_i, x_j) := b^2 \exp \left( -\sum_{k=1}^{d} \frac{(x_{ik} - x_{jk})^2}{2a_k^2} \right) \text{ for } |x_i - x_j| \geq 0$$

According to Assumption (i), we have

$$\mathbb{E}[Z(x)] = \mathbb{E}[\mu(x)] + \underbrace{\mathbb{E}[Y(x)]]}_{=0} = \mu(x)$$

(iii) Let $f_0, f_1, ..., f_L$ be known basic function of $x$. We assume $\mu(x)$ to be a linear combination of these functions evaluated at $x$:

$$\mu(x) = \sum_{l=0}^{L} \beta_l f_l(x)$$

with unknown coefficients $\beta_l \in \mathbb{R} \setminus \{0\}$ for $l = 0, \ldots, L$. Here $f_0(x) = 1$ by convention.

In fact, the trend function $\mu(x)$ depends on the type of Kriging. The assumption (iii) actually defines universal kriging. If the global mean $\mu \in \mathbb{R}$ of the random function $Z(x)$ is known and constant, the model is called simple Kriging; if the global, constant mean $\mu$ is unknown, it is called ordinal Kriging.

According to the assumptions above, Cressie observed [32]

$$Z(x_i) = \mu(x_i) + Y(x_i) = \sum_{l=0}^{L} \beta_l f_l(x_i) + Y(x_i) = (F\beta + Y)_i, i = 1, \ldots, n$$

Hence, we obtain a matrix form for the random vector $Z$:

$$Z = \left( \begin{array}{c} Z(x_1) \\ \vdots \\ Z(x_n) \end{array} \right) = \left( \begin{array}{cccc} f_0(x_1) & \cdots & f_L(x_1) \\ \vdots & \ddots & \vdots \\ f_0(x_n) & \cdots & f_L(x_n) \end{array} \right) \left( \begin{array}{c} \beta_0 \\ \vdots \\ \beta_L \end{array} \right) + \left( \begin{array}{c} Y(x_1) \\ \vdots \\ Y(x_n) \end{array} \right) = F\beta + Y$$
Kriging Predictor

The Kriging predictor is essentially a best linear unbiased predictor (BLUP) which means it is unbiased and has minimal prediction variance among all linear unbiased predictors [33]. The Kriging predictor $Z^*_\omega(x_0)$ of the value of $Z(x)$ at the test point $x_0$ is the linear combination of Kriging weights and random vector:

$$Z^*_\omega(x_0) := \sum_{i=1}^{n} \omega_i Z(x_i) = \omega^T Z$$

with $\omega := (\omega_1, \ldots, \omega_n)^T \in \mathbb{R}^n$. Combining this definition with $Z = F\beta + Y$, we obtain

$$Z^*_\omega(x_0) = \omega^T (F\beta + Y)$$

Unbiasedness Condition

Once we obtain our linear predictor $Z^*_\omega(x_0)$, we need to make sure that it is unbiased in any situation, i.e. $\mathbb{E}[Z^*_\omega(x_0) - Z(x_0)]$ should equal to 0. Following the work of Cressie [32] and Wackernagel [34], we can get:

$$\mathbb{E}[Z^*_\omega(x_0) - Z(x_0)] = \sum_{i=1}^{n} \omega_i \left( \mathbb{E}[\mu(x_i)] + \mathbb{E}[Y(x_i)] \right) - \left( \mathbb{E}[\mu(x_0)] + \mathbb{E}[Y(x_0)] \right)$$

$$= \sum_{i=1}^{n} \omega_i \mu(x_i) - \mu(x_0) = 0$$

$$\Leftrightarrow \sum_{l=0}^{L} \beta_l \left( \sum_{i=1}^{n} \omega_i f_l(x_i) - f_l(x_0) \right) = 0$$

Together with $\beta_l \neq 0$ in model assumption (iii) and $f_0 := (1, f_1(x_0), \ldots, f_L(x_0))^T$, the general unbiasedness of $Z^*_\omega(x_0)$ is satisfied if and only if

$$\sum_{i=1}^{n} \omega_i f_l(x_i) = f_l(x_0) \text{ for } l = 0, \ldots, L \Leftrightarrow F^T \omega = f_0$$

which are called universality conditions [35].
Variance of the Prediction Error

The variance of the prediction error can be used as a measurement of the accuracy of the predictor $Z_{\omega}^* (x_0)$. Based on the work of Cressie [32], it is derived as:

$$
\sigma_E^2 := \operatorname{Var} (Z_{\omega}^* (x_0) - Z (x_0)) = \mathbb{E} \left[ (Z_{\omega}^* (x_0) - Z (x_0))^2 \right] = \mathbb{E} \left[ \left( \sum_{i=1}^{n} \omega_i Z (x_i) - Z (x_0) \right)^2 \right]
$$

$$
= \sum_{i=1}^{n} \sum_{j=1}^{n} \omega_i \omega_j \mathbb{E} [Y (x_i) Y (x_j)] - 2 \sum_{i=1}^{n} \omega_i \mathbb{E} [Y (x_0) Y (x_i)] + \mathbb{E} [Y (x_0)]^2
$$

$$
= b^2 + \omega^T K \omega - 2 k_0^T \omega
$$

Here $k(x_0, x_0) = b^2$, $k_0 = k(x_0, \cdot) = (k(x_0, x_1), k(x_0, x_2), \ldots, k(x_0, x_n))^T$ and

$$
K_{(b^2, a)} = \begin{bmatrix}
k(x_1, x_1) & k(x_1, x_2) & \cdots & k(x_1, x_n) \\
k(x_2, x_1) & k(x_2, x_2) & \cdots & k(x_2, x_n) \\
\vdots & \vdots & \ddots & \vdots \\
k(x_n, x_1) & k(x_n, x_2) & \cdots & k(x_n, x_n)
\end{bmatrix}
$$

Minimal Prediction Variance

In order to minimize the prediction error variance $\sigma_E^2$, we have to solve the following constrained optimization problem given by

$$
\text{minimize } b^2 + \omega^T K \omega - 2 k_0^T \omega \text{ subject to } \omega^T F = f_0^T
$$

This optimization problem can be solved using Lagrange Multipliers, so we get

$$
\begin{bmatrix}
K & F \\
F^T & O
\end{bmatrix}
\begin{bmatrix}
\omega \\
\lambda
\end{bmatrix} =
\begin{bmatrix}
-k_0 \\
f_0
\end{bmatrix}
$$

with Lagrange parameter vector $\lambda := (\lambda_0, \lambda_1, \ldots, \lambda_L)^T \in \mathbb{R}^{L+1}$. 
Solving this linear system, we have

$$\omega = K^{-1} (k_0 - F \lambda)$$

$$\lambda = \left( F^\top K^{-1} F \right)^{-1} \left( F^\top K^{-1} k_0 - f_0 \right)$$

Plugging $\omega$ back, we have the Kriging predictor:

$$Z_\omega^* (x_0) = \omega^T Z = \left[ k_0 - F \left( F^\top K^{-1} F \right)^{-1} \left( F^\top K^{-1} k_0 - f_0 \right) \right]^\top K^{-1} Z$$

and corresponding Kriging estimate $z_\omega^* (x_0)$ at the location of interest $x_0$:

$$z_\omega^* (x_0) = \omega^T z = \left[ k_0 - F \left( F^\top K^{-1} F \right)^{-1} \left( F^\top K^{-1} k_0 - f_0 \right) \right]^\top K^{-1} z$$

We can also get the minimal prediction variance through inserting $\omega$ and $\lambda$ to $\sigma^2_E$.

**Estimation of Trend Function Coefficients and Residual Covariance**

(i) First of all, we have to estimate the coefficients of the trend function $\mu(x) = F \beta$, since we do not have it at hand. This could be done using, for instance, the generalized-least-squares estimator. It turns out that the estimate of the coefficient vector $\beta$ can be derived as $\hat{\beta} = \left( F^\top K^{-1} F \right)^{-1} F^\top K^{-1} Z$ (cf. [32])

(ii) Furthermore, the hyper-parameters of $k(x_i, x_j)$, such as $b$ and $a$ in Gaussian kernel defined previously can be fixed or estimated from the data.

**Kriging and Gaussian Processes**

The Gaussian process (GP) is a stochastic process with infinite dimensions where any finite set of random variables follows a multivariate Gaussian distribution [36]. The GP is specified by its mean function and covariance function. The simple Kriging with zero mean is exactly the same as GP with zero mean.

The Kriging estimator can also be derived via Bayesian inference [37]. From the perspective of Bayesian statistics, it turns out that Kriging and Gaussian process regression
are so closely related that they are often used interchangeably. There are some key differences in practice, though, in terms of model assumption and fitting method. For a more in-depth introduction to Kriging and GP, see, i.e., [29, 38, 39].

4.2.2 Random Forest

An alternative surrogate model is Random Forest, which can be used for both classification and regression. It enables us to explore the complex input-output dependency without any prior assumption on the data or any limitation on variable type. This means it is a non-parametric model and can handle both numerical and categorical input variables. It is an ensemble method, consisting of several independent base estimators (Decision Trees) and using their average as a prediction. We first briefly introduce Decision Tree and then discuss how to build a Random Forest for regression task.

The general but infeasible goal of Decision Tree Regression is to choose a collection of regions \( \{ R_M \}_{m=1}^{M} \) to

\[
\min_{\{ R_M \}_{m=1}^{M}} \frac{1}{N_m} \sum_{i \in R_m} (y_i - \bar{y}_m)^2
\]

where region (also called group) \( R_i \) has \( N_m \) data points and \( \bar{y}_m \) is the average values of the dependent variable in region \( R_i \).

This problem is NP-hard, because there are \( \binom{N}{M} \) possible groups in total. A feasible problem solution is that we do not search over all possible groups, instead only group on hyper-cubes using recursive binary splits. The idea of this method is demonstrated graphically and geometrically in Figure 4.2 and Figure 4.1 respectively.

At the root node we start with whole training set and we ask a question which partition divides the data into two subsets. The aim of splitting is to achieve more homogeneous partitions. We iteratively continue splitting until we obtain good enough partitions or reach the corresponding leaf nodes. There are various metrics for measuring goodness of a split. For classification, we can use information gain or Gini impurity. For regression task, a widely-used metric is mean squared error (MSE):

\[
MSE = \frac{1}{N_m} \sum_{i \in R_m} (y_i - \bar{y}_m)^2
\]
Once we can build one decision tree, it is easy to repeat that process to build a random forest. An algorithm of a random forest for regression can be found in [40]:

1. For \( b = 1 \) to \( B \):
   a. Draw a bootstrap sample \( Z^* \) of size \( N \) from the training data.
   b. Grow a random-forest tree \( T_b \) to the bootstrapped data, by recursively repeating the following steps for each terminal node of the tree, until the minimum node size \( n_{\text{min}} \) is reached.
      i. Select \( m \) variables at random from the \( p \) variables.
      ii. Pick the best variable/split-point among the \( m \).
      iii. Split the node into two daughter nodes.
2. Output the ensemble of trees \( \{ T_b \}_{b=1}^B \)
3. To make a prediction at a new point \( x \): \( \hat{f}_{rf}(x) = \frac{1}{B} \sum_{b=1}^B T_b(x) \)

Here bootstrapping is a re-sampling method. The basic idea is to randomly draw \( N \) samples with replacement from the training set. This is done \( B \) times, producing \( B \) bootstrap data sets. We notice that the randomness of this random forest algorithm comes from two aspects. One is concerned with bootstrapped data, that is, each tree sees a different data set. Another involves only \( m \) variables can be considered when looking for the best split. Randomness of trees turns out to be very useful and makes random forest work well. Each tree is correct but missing a lot of information because each tree only sees a little bit of data in a little bit of features. Therefore we consider each
tree to be a predictor with very high variance and low bias. One common technique to reduce variance of low-bias predictors is bagging. When making a prediction at a new point, the predictions of all trees are combined and averaged to form an overall prediction.

Note that when using random forest under Bayesian optimization framework, a predictive uncertainty estimate needs to be computed. However, random forest does not provide such uncertainty estimate of predictions. An alternative method is using empirical variance of predictions across all trees in the ensemble. This simple method works well in practice, because intuitively, if the individual tree predictions $y_1, \ldots, y_B$ get closer, we are more certain about the overall prediction.

### 4.3 Acquisition Function

The global optimum is approached by iteratively maximizing a so-called acquisition function. An acquisition function (also called infill-criterion) can be seen as measuring the usefulness (or utility) of candidate points. It incorporates mean and standard deviation of surrogate model prediction and it is able to trade-off between exploitation and exploration. One of popular acquisition function is Expected Improvement (EI). The expected improvement can be defined as

$$EI(x) = E(I(x)),$$

where the random variable $I(x)$ represents the possible improvement evaluating at $x$ over the current optimum. In minimization problem, $I(x)$ is defined as [41]

$$I(x) = \max \{ y_{\min} - Y(x|D), 0 \},$$

where $y_{\min} = \min \{ y_i \mid (x_i, y_i) \in D \}$, and $Y(x|D)$ is a random variable representing the posterior predictive distribution at $x$. When using Gaussian Process as surrogate, $Y(x|D)$ follows a Gaussian distribution, i.e., $Y(x|D) \sim \mathcal{N}(\hat{\mu}(x|D), \hat{s}^2(x|D))$. Therefore, EI can be expressed as

$$EI(x) = (y_{\min} - Y(x|D))\Phi \left( \frac{y_{\min} - \hat{\mu}(x|D)}{\hat{s}(x|D)} \right) + \hat{s}(x|D)\phi \left( \frac{y_{\min} - \hat{\mu}(x|D)}{\hat{s}(x|D)} \right),$$
where $\Phi(\cdot)$ and $\phi(\cdot)$ denote the cumulative distribution function and probability density function of the standard normal random variable. It turns out that EI is highly effective and well-balanced among all of the existing acquisition functions, and it can even ensure global convergence [42]. The other popular acquisition functions include the generalized expected improvement (GEI) [43], the probability of improvement (PI) [44], the lower confidence bound (LCB) [45], the moment-generating function of the improvement (MGFI) [46], and so on.

To propose the next point for evaluation, the acquisition function needs to be optimized. Since the acquisition function is much cheaper to evaluate than the original objective function, we can use various optimization techniques. For example, the branch and bound algorithm [47], the multi-start approach [48], mixed-integer evolutionary strategy [11], local search [18], and so on.

### 4.4 MiP-EGO

Kriging has been applied to the field of Design and Analysis of Computer Experiments (DACE), which is developed by Sacks et al. [7, 49]. The efficient global optimization (EGO) algorithm, proposed by Jones et al. [47], is the combination of Kriging with the sequential expected improvement acquisition criterion in the context of DACE. The goal is to find a design point or points that optimizes a black-box function of interest. EGO and Bayesian optimization share the exact same idea but derived from different fields, so in this section they will be used interchangeably for the sake of simplicity.

EGO is limited in optimizing noise-free functions with real-valued input, and it only selects one sample point to evaluate in each step. However, in the context of algorithm configuration, randomized algorithms often have mixed categorical/numerical parameters and a considerably large search space of parameter settings, and multiple parameter settings are expected to be evaluated simultaneously in each step in order to speed up the automatic tuning procedure. In this case, the Mixed-Integer Parallel Efficient Global Optimization (MiP-EGO) [11] is proposed, as an extension of EGO, to overcome these limitations.
4.4.1 Handling Mixed Integer Input

Random forest is used as surrogate model in MiP-EGO and Mixed-Integer Evolution Strategy (MI-ES) [50] is adopted to optimize the infill-criterion, considering that MI-ES is well-suited for finding multiple local optima from a complicated multimodal infill-criterion function. Although MI-ES has shown a significant strong performance on parameter tuning tasks, it is still limited to the demand of large evaluation budget. Therefore, it is better to apply MI-ES on acquisition function optimization than on the original algorithm configuration problem.

4.4.2 A New Acquisition Function and Cooling Strategy

In MiP-EGO, a novel acquisition function based on the moment-generating function (MGF) of the improvement [46] is adopted. A real-valued parameter $t$ (called “temperature”) is introduced to explicitly control the exploration-exploitation trade-off. For detailed introduction and complete mathematical expression of this acquisition function, see [46]. Here we use a general expression of an acquisition function, i.e. $u(x; t) = \mu(x) + t\sigma(x)$, to describe its working mechanism. When $t$ goes up, the prediction error $\sigma(x)$ of the model is assigned more weight so that $u(x; t)$ tends to explore the region with high uncertainty; when $t$ decreases, $u(x; t)$ prefers to exploit the region with high prediction expectation $\mu(x)$. Notice that the functionality of parameter $t$ is analogous to that of the temperature in simulated annealing [51]. Thus the idea of temperature cooling strategies are borrowed from simulated annealing to improve the Bayesian optimization.

The cooling strategy is applied on parameter $t$, this means, $t$ goes down when iteration $i$ increases. One of commonly used cooling strategies is the exponential strategy, written as $t_{i+1} = \alpha t_i$, $0 < \alpha < 1$, where $\alpha$ denotes the cooling speed. It is required to pre-specify the initial temperature $t_0$ and cooling speed $\alpha$ manually, as well as the maximal number of iterations $N_{max}$, for this iterative strategy. Since $\alpha = (t_f/t_0)^{1/N_{max}}$ is given in [51], actually we only need to set $t_0$ and $t_f$ (the temperature at the final iteration of BO) by hand and then $\alpha$ will be automatically determined during optimization procedure. It turns out the cooling strategy makes the Bayesian optimization more explorative in the beginning and more exploitative in the final convergence stage [46].
\section*{4.4.3 Parallel Execution}

Due to the typically large execution time of a black-box function or a randomized algorithm, parallelized execution is preferred. In other words, multiple different candidate points are required to propose in each iteration of Bayesian optimization. In MiP-EGO, \( q (q > 1) \) different temperatures \( t \) are sampled from the log-normal distribution \( \text{Lognormal}(0, 1) \) and \( q \) different acquisition functions \( \{u_i(x; t_i)\}_{1}^{q} \) are instantiated using corresponding temperatures. Consequently, \( q \) candidate points can be generated by simultaneously optimizing those \( q \) acquisition functions. Since log-normal is a long-tailed distribution, most of sample values of \( t \) are relatively small and few of them are large. This leads to most of \( u(x; t) \) being exploited and a few of them being very explorative \cite{1}.

\section*{4.5 SMAC}

Sequential Model-based Algorithm Configuration (SMAC) method is another state-of-the-art implementation of Bayesian optimization for solving algorithm configuration problem. It also uses random forest as surrogate model to handle with mixed categorical/numerical input. Although SMAC has other characteristics, such as solving algorithm selection problems with multiple instances, in this thesis, we will only focus on its novel approach to maximizing the infill-criterion function.

\subsection*{4.5.1 Maximizing EI and Intensification}

In SMAC, the expected improvement (EI) is not directly optimized by a systematic algorithm, but by an ad hoc strategy. Concretely, the procedure of finding promising configurations \( \theta \) with large \( EI(\theta) \) is as follows: (1) It computes EI for all configurations used in previous target algorithm runs, and picks 10 configurations with maximal EI, and initializes a local search at each of them. If there were less than 10 configurations in running history, all of them are picked. In local search, discrete/numerical variables are treated separately. The discrete variable is “mutated” by a randomized one-exchange neighbourhood, while the numerical variable \( v \) has four “neighbouring” values which are sampled from a univariate Gaussian distribution with mean \( v \) and standard deviation 0.2.
Each numerical variable is normalized to \([0, 1]\) in advance, so new values outside the interval \([0, 1]\) will be rejected. EI for all configurations are computed at once; each local search stops, once none of the neighbours has larger EI. (2) It computes EI for 10,000 randomly-sampled configuration and then sort all 10,010 configurations in descending order of EI. The ten results of local search typically had larger EI than all randomly sampled configurations [18]. (3) SMAC alternates between configurations from the list, which contains 10,010 sorted configurations, and another 10,000 configurations sampled uniformly at random. The resulting list (denoted as \(\Theta_{\text{new}}\) in [18]) of 20,010 configurations would look like \(\Theta_{\text{new}} = [\theta_{\text{sorted},1}, \theta_{\text{rand},1}, \theta_{\text{sorted},2}, \theta_{\text{rand},2}, \ldots, \theta_{\text{sorted},10010}, \theta_{\text{rand},10000}]\). This means, SMAC generates a sequence of new configurations, instead of one or multiple promising configurations using infill-criterion (e.g. in MiP-EGO and general Bayesian optimization).

Next, the best configuration so far (called the incumbent), are “compared” with element in \(\Theta_{\text{new}}\) one by one in order to determine new incumbent. This special comparison procedure is called intensification in SMAC, i.e. racing challengers against an incumbent. The aim of intensification is to guarantee two configurations being compared fairly in the sense of statistics, since they assume the objective black-box function is noisy. The side effect is that more runs are required for evaluating configurations which will greatly increase the computational overhead. For detailed introduction of intensification, see [18, 52].
Chapter 5

Extensions of MiP-EGO on Conditional Spaces

Since MiP-EGO can only solve hyper-parameter optimization so far, it is useful to extend MiP-EGO to solve the combined algorithm selection and hyper-parameter optimization problem. We propose three variants of MiP-EGO for searching on conditional spaces, abbreviated as EGO-impute, EGO-ss and EGO-ws respectively. The basic idea is to construct individual surrogate model for each learning algorithm.

First of all, we define the black-box objective function, which will be optimized assisted by a surrogate model $M$, as $f(\theta)$. Here, $\theta = (\theta_1, \ldots, \theta_d)^\top$ denotes a vector containing $d$ hyper-parameters of a machine learning algorithm and $f(\theta)$ represents a specific metric to evaluate the algorithm, which might be cross-validation error, F1 score, AUROC or so on.

In order to optimize $m$ learning algorithms simultaneously and let MiP-EGO select the best algorithm, we simply combine their hyper-parameters all together and introduce an additional parameter $\theta_0$ which indicates the choice of the learning algorithm. For simplicity, $\theta_0$ is represented by an integer ranging from 1 to $m$, namely, $\theta_0 \in \Theta_0 = \{1, \ldots, m\}$. The resulting hybrid configuration is denoted as $\gamma = (\theta_0, \theta_1^\top, \ldots, \theta_m^\top)^\top$ and its corresponding search space is $\Gamma = \Theta_0 \times \Theta_1 \times \cdots \times \Theta_m$. The dimensionality of $\gamma$ is $m + 1$. For a specific hybrid configuration $\gamma$, we call $\theta_i \in \gamma$ active when $\theta_0 = i$, while the others in $\gamma$ are called inactive, and the so-called performance of $\gamma$ is the value of $f_i(\theta_i)$. 
Now we can say the input of EGO-X algorithm includes $\gamma$’s search space ($\Gamma$) and a collection of black-box functions, that is, $\{f_i\}_{i=1}^m$, while the output is expected to be the vector $\gamma$.

The simplest strategy, EGO-impute, is based on imputation, as was done in [53, 54]. In statistics, imputation is a process of replacing missing data with an estimated value. Here, we make an analogy between missing values in a dataset and inactive hyper-parameters in a hybrid configuration $\gamma$. Before training a single surrogate model based on the data of hybrid configuration and its associated performance, we give some default values to those inactive hyper-parameters in $\gamma$. Typically, each default value is taken from the middle of its range. The overall optimization procedure of EGO-impute is similar with MiP-EGO, but the way of evaluating a sample $\gamma$ is changed, as shown in Algorithm 2 as well as Algorithm 3 and 4. Specifically, if there was a sample point $\gamma = (1, \theta_1^T, \ldots, \theta_m^T)^T$ with active hyper-parameter $\theta_1$ and associated evaluation $y_1 = f_1(\theta_1)$, then the data of $\gamma_{imputed} = (1, \theta_1^T, \theta_2^T\text{(default)}, \ldots, \theta_m^T\text{(default)})^T$ and $y_1$ are used to train the surrogate model. As the amount of data grows, the surrogate model will fit better theoretically. This can be interpreted that forcing inactive parameters as fixed values actually helps the surrogate model, especially random forest, to pick the most important features from $\gamma$, that is, active parameters. Just as imputing missing values in statistics helps reducing the bias, imputing inactive hyper-parameters in Bayesian optimization also conduces to obtaining properly behaving surrogate models.

Algorithm 2 EGO-impute

1: Generate the initial samples $\{\gamma_i\}_{i=1}^p$;
2: for $i = 1, \ldots, p$ do
3: $g_i, \gamma_i \leftarrow \text{partially_evaluate} (\gamma_i, \{f_i\}_{i=1}^m)$;
4: $\gamma_{imputed,i} \leftarrow \text{impute} (\gamma_i)$;
5: end for
6: Construct the surrogate model $M$ on $D = \{(\gamma_{imputed,i}, g_i)\}_{i=1}^p$;
7: while the stopping criterion is not fulfilled do
8: Maximize the infill-criterion using $MI-ES$:
9: $\gamma \leftarrow \arg\max_{\gamma \in \Gamma} M(\gamma)$
10: $g, \gamma \leftarrow \text{partially_evaluate} (\gamma, \{f_i\}_{i=1}^m)$;
11: $\gamma_{imputed} \leftarrow \text{impute} (\gamma)$;
12: Augment $D$ with $(\gamma_{imputed}, g)$;
13: Update the surrogate model $M$ on $D$.
14: end while
15: Return $\gamma_{imputed}, g$
Algorithm 3 Function partially_evaluate ($\gamma, \{ f_i \}_{i=1}^m$)

1: for $i = 1, \ldots, m$ do
2:     if $i = \theta_0 \in \gamma$ then
3:         $g \leftarrow f_i(\theta_i)$;
4:     end if
5: end for
6: Return $g$;

Algorithm 4 Function impute ($\gamma$)

1: for $i = 1, \ldots, m$ do
2:     if $i = \theta_0 \in \gamma$ then
3:         Replace $\theta_j, j \neq i$, with the default values;
4:         Generate a new hybrid configuration: $\gamma_{\text{imputed}}$;
5:     end if
6: end for
7: Return $\gamma_{\text{imputed}}$;

The other two strategies, EGO-ss and EGO-ws, have the common idea shown in Algorithm 5, except for the way of determining a new candidate point. The overall optimization procedure tends to construct $m$ surrogate models for corresponding learning algorithms. In this case, we need to get the evaluation value for each $\theta$ in $\gamma$, and maintain $m$ sub-datasets $D_i, i = 1, 2, \ldots, m$. Also, we need to keep a dataset that records $\gamma$ and its associated performance value in each iteration. Here the so-called performance value is just minimum among $\{ y_i = f_i(\theta_i) \}_{i=1}^m$ for $\theta_i \in \gamma$. The process of initializing and updating an individual surrogate model can be reflected by two for-loops in Algorithm 5.

The difference between EGO-ss and EGO-ws depends on the way of determining a new sample point $\gamma$. More specifically, the internal optimization algorithm (MI-ES) has distinct input in these two strategies. In EGO-ss (shown in Algorithm 6), MI-ES behaves in the standard way. It searches on a single search space $\Theta$ using one associated infill-criterion function at one time. And the algorithm selector $\theta_0$ is determined by the maximum among $m$ EI values in each iteration. While, in EGO-ws (shown in Algorithm 7), the inputs of MI-ES are the search space $\Gamma$ of the hybrid configuration, and a set of the infill-criterion function. In order to adapt MI-ES to this conditional search space, we modify the evaluation procedure in MI-ES, as shown in Algorithm 3. In MI-ES, the fitness of $\gamma$ is determined by the infill-criterion value of associated active parameters. Notice that it is not necessary to impute inactive parameters in this evaluation procedure,
because a new population of $\gamma$ will be sampled from the entire search space $\Gamma$ in each iteration of MI-ES. The procedure of MI-ES in EGO-ws is shown in Algorithm 8.

**Algorithm 5** The common framework of EGO-ss and EGO-ws.

1: for $i = 1, \ldots, m$ do
   // Initialize each surrogate model.
2:   Generate the initial samples $\{\theta_k^i\}_{k=1}^p$;
3:   Construct surrogate model $\mathcal{M}_i$ on data set $\mathcal{D}_i = \{(\theta_k^i, y_k^i)\}_{k=1}^p$;
4: end for
5: Initialize $\mathcal{D} = \emptyset$;
6: while the stopping criterion is not fulfilled do
7:   Select a new hybrid configuration using:
8:      $\gamma \leftarrow \text{argmax}_{\text{SingleSpace}}(\{\mathcal{M}_i\}_{i=1}^m)$
9:      or $\gamma \leftarrow \text{argmax}_{\text{WholeSpace}}(\{\mathcal{M}_i\}_{i=1}^m)$;
10:  $g \leftarrow \text{partially\_evaluate}(\gamma, \{f_i\}_{i=1}^m)$;
11:  Add $(\gamma, g)$ to $\mathcal{D}$;
12: for $i = 1, \ldots, m$ do
13:      // Re-train respective surrogate model.
14:   Evaluate $\theta_i \in \gamma$: $y_i = f_i(\theta_i)$;
15:  Augment $\mathcal{D}_i$ with $(\theta_i, y_i)$;
16:  Re-train model $\mathcal{M}_i$ on $\mathcal{D}_i$;
17: end for
18: end while
19: Return $\gamma, g$

**Algorithm 6** Function $\text{argmax}_{\text{SingleSpace}}(\{\mathcal{M}_i\}_{i=1}^m)$

1: Initialize $u_{max} \leftarrow 0, i^* \leftarrow 1$;
2: for $i = 1, \ldots, m$ do
3:   Construct the infill-criterion function $U_i \leftarrow EI(\theta_i; \mathcal{M}_i)$;
4:   $\theta_i^*, u_i^* \leftarrow \text{MI-ES}(\theta_i$’s search space $\Theta_i, U_i)$;
5: if $u_i^* > u_{max}$ then
6:   $u_{max} \leftarrow u_i^*$ and $i^* \leftarrow i$
7: end if
8: end for
9: $\gamma \leftarrow (i^*, \theta_1^*, \ldots, \theta_m^*)$;
10: Return $\gamma$

**Algorithm 7** Function $\text{argmax}_{\text{WholeSpace}}(\{\mathcal{M}_i\}_{i=1}^m)$

1: for $i = 1, \ldots, m$ do
2:   Construct the infill-criterion function $U_i \leftarrow EI(\theta_i; \mathcal{M}_i)$;
3: end for
4: $\gamma \leftarrow \text{MI-ES}(\gamma$’s search space $\Gamma, \{U_i\}_{i=1}^m)$;
5: Return $\gamma$
Algorithm 8 MI-ES in EGO-ws

1: $t \leftarrow 0$
2: **Initialize** population $P_t$, including $\mu$ individuals randomly generated within the space $\Gamma$
3: **Partially_evaluate** $P_t$
4: **while** termination criterion not fulfilled **do**
5: \hspace{1em} **Generate** $\lambda$ offspring
6: \hspace{1em} **Partially_evaluate** $\lambda$ offspring
7: \hspace{1em} **Select** the $\mu$ best individuals for $P_{t+1}$ from $\lambda$ offspring
8: \hspace{1em} $t = t + 1$
9: **end while**
Chapter 6

Experimental Evaluations

In this chapter, we will empirically evaluate the performance of MiP-EGO and SMAC on two artificial test problems, and test the performance of three variants of MiP-EGO on an algorithm configuration scenario where several machine learning models are configured on a set of datasets, furthermore comparing them to other existing methods.

6.1 Artificial Test Problems

In this section, empirical results demonstrate the convergence behaviour of both MiP-EGO and SMAC on two parameterized problems. Both algorithms are allowed to perform maximal 200 evaluations and have 15 input variables. They both use EI as infill-criterion and select one point at each step.

6.1.1 Barrier Function

Barrier function is a parameterized multi-modal problem generator where the degree of ruggedness (problem difficulty) is controlled by parameter $C$ through constructing an integer array $A$. Higher values of $C$ result in more rugged landscapes with many barriers. Algorithm 9 [50] shows the construction procedure of barrier function with respect to one input variable.
Algorithm 9 Barrier Function

1: $A[i] = i, i = 0, \ldots, 19$
2: for $k \in \{1, \ldots, C\}$ do
3: \hspace{1em} $j \leftarrow$ uniform random number out of $\{0, \ldots, 18\}$
4: \hspace{1em} swap values of $A[j]$ and $A[j + 1]$
5: end for

To deal with mixed discrete/numerical input variables, we can apply array $A$ on each variable and make a summation:

$$f_{\text{barrier}}(r, z, d) = \sum_{i=1}^{n_r} A \left\lfloor r_i \right\rfloor^2 + \sum_{i=1}^{n_z} A \left\lfloor z_i \right\rfloor^2 + \sum_{i=1}^{n_d} B_i [d_i]^2 \rightarrow \min$$

$$r \in [0, 19]^{n_r} \subset \mathbb{R}^{n_r}, z \in [0, 19]^{n_z} \subset \mathbb{Z}^{n_z}, \quad d \in \{0, \ldots, 19\}^{n_d} \subset \mathbb{D}^{n_d}$$

$$n_r = n_z = n_d = 5$$

Here, $B_i (i = 1, \ldots, n_d)$ denotes a set of $i$ permutations of the sequence $0, \ldots, 19$. The random permutation of $B_i$ is controlled by a random seed and is fixed before the run. This construction prevents the value of nominal variable $d_i$ from being quantitatively correlated with the value of objective function $f$.

6.1.1.1 Results

We tested MiP-EGO and SMAC on multiple barrier functions identified by parameter $C$. Since barrier function is stochastic, in the empirical experiments, we created 10 problem instances (by using 10 random seeds) for each control parameter $C$, and we let the algorithm perform 20 repeated runs on each instance. That is, $20 \times 10 = 200$ runs for each value of $C$.

Figure 6.1(a) shows averaged best function values found by MiP-EGO and SMAC, and corresponding standard deviation represented by shaded area. We can see, it is more difficult for both MiP-EGO and SMAC to find the global optimum on barrier functions with a higher $C$ value. If we zoom Figure 6.1(a) and ignore shaded area, in Figure 6.1(b) and Figure 6.1(c), we can see MiP-EGO perform better than SMAC on all five classes of problems identified by $C$. Especially on relatively simple problems (where $C = 20, 100, 300$), the overall performance of MiP-EGO is significantly better than that
of SMAC. The corresponding box plot for best function values in the last evaluation found by MiP-EGO, SMAC and pure random search is shown in Figure 6.3.

6.1.2 Mixed Integer NK Landscapes

Mixed integer NK landscapes [55] are test functions where correlation between variables of different types can be controlled by parameter $K$. Similar to experiments for barrier functions, we generated 10 problem instantiations for each $K \in \{1, 3, 5, 10, 14\}$. Each
generated problem consists of \( N = 15 \) variables, defined as:

\[
\begin{align*}
\mathbf{r} & \in [-10, 10]^n_r \subset \mathbb{R}^n_r, \\
\mathbf{z} & \in [0, 19]^n_z \subset \mathbb{Z}^n_z, \\
\mathbf{d} & \in \{0, 1\}^n_d \subset \mathbb{D}^n_d
\end{align*}
\]

\[n_r = n_z = n_d = 5\]

We ran both MiP-EGO and SMAC 20 times on each problem instance, that is, each algorithm performs \( 20 \times 10 = 200 \) runs for each value of \( K \). Note that the global minimum of NK landscape can be obtained through brute force search beforehand, so the objective function value is represented by error rather than fitness value, where error = best found fitness - best possible fitness.

### 6.1.2.1 Results

The results are shown in Figure 6.2. As can be seen, when the problem difficulty increases with \( K \), errors of both algorithms increase. And MiP-EGO perform better than SMAC on 4 classes of problems with \( K = 1, 3, 5, 10 \). The corresponding box plot for the last evaluation’s errors of both algorithms can be seen in Figure 6.4. Note that the horizontal line at the beginning of run history of MiP-EGO indicates 5 samples in the initial design.

![Figure 6.2: Comparison between average error values found by MiP-EGO, SMAC, random search on mixed integer NK landscapes problems \( K = 1, 3, 5, 10, 14 \).](image-url)
Figure 6.3: Box plot for function value on the last evaluation of barrier functions with different control parameter $C = 20, 100, 300, 500,$ and $1000$ by using MiP-EGO, SMAC, and random search.

Figure 6.4: Box plot for error value on the last evaluation of mixed integer NK landscape problems with different control parameter $K = 1, 3, 5, 10, 14$ by using MiP-EGO, SMAC, and random search.

6.2 Algorithm Configuration Scenario

In order to assess the performance of proposed variants of MiP-EGO, we test them on 7 learning algorithms which have 14 hyper-parameters in total, with an additional parameter as algorithm selection indicator. That means the search space of variants of MiP-EGO consisting of 15 hyper-parameters and one level of conditionality. The learning algorithms and their hyper-parameters, as well as default values, implemented in the scikit-learn library [56] include the following:

- **K nearest neighbours** (knn): the number of neighbours $n_{\text{neighbours}}$ (*default*=5) in $\{1, 2, \ldots, 30\}$.

- **RBF SVM** (svm): the penalty $C$ (*default*=1.0) logarithmically scaled in $[10^{-5}, 10^5]$, the width of the RBF kernel $\gamma_{RBF}$ (*default*=1/n_features) logarithmically in $[10^{-5}, 10^5]$.

- **Linear SVM** (linsvm): the penalty $C$ (*default*=1.0) logarithmically scaled in $[10^{-5}, 10^5]$.

- **Decision tree** (dt): the maximal depth $\text{max_depth}$ (*default*=None) in $\{1, 2, \ldots, 10\}$, the minimum number of samples required to split an internal node $\text{min_samples_split}$ (*default*=2) in $\{2, 3, \ldots, 100\}$, the minimum number of samples required to be at a leaf node $\text{min_samples_leaf}$ (*default*=1) in $\{2, 3, \ldots, 100\}$. 
• **Random forest** (rf): the number of trees \( \text{n\_estimators} \) (default=10) in \( \{1, 2, \ldots, 30\} \), the domain of \( \text{max\_depth} \), \( \text{min\_samples\_split} \) and \( \text{min\_samples\_leaf} \) are same as those in decision tree.

• **AdaBoost** (adab): the number of weak learners \( \text{n\_estimators} \) (default=50) in \( 1, 2, \ldots, 30 \).

• **Quadratic Discriminant Analysis** (qda): the regularization \( \text{reg\_param} \) (default=0.0) logarithmically in \( [10^{-3}, 10^3] \).

The algorithm selection hyper-parameter that determines which underlying hyper-parameter should be active or inactive, is represented as an integer.

All of the learning algorithms are used to solve a series of 14 classification problems taken from UCI and OpenML \(^2\). The size of those data sets ranges from 500 to 60K and the feature dimension range from 3 to 256. All the data sets were pre-processed to have zero mean and unit standard deviation \(^3\). The performance of chosen hyper-parameters is measured with 5-fold cross-validation. Each optimization trial is repeated 10 times with different random seeds.

As for the experimental setup of the optimization algorithms that will be compared, we use the expected improvement as the infill-criterion and allocate a total of 200 observations for each method. In addition to three variants of MiP-EGO introduced in the previous chapter, we design another two strategies for comparison. The first one is called **EGO-baseline**, that means, hyper-parameters of each learning algorithm are optimized by MiP-EGO separately within \( \lfloor 200 \div 7 \rfloor = 28 \) evaluation budgets, and the best result among all learning algorithms is recorded. In this case, the algorithm selection procedure is replaced by a manual implementation, instead of introducing an extra parameter. The second one is **Sklearn**, that is, we run all learning algorithms with scikit-learn default hyper-parameters and record their best result. Repeat this procedure 10 times because

---

\(^2\)From UCI: Adult (adlt), Bank (bnk), Letter (ltr), Magic (mgic), Page-blocks (p-blk), Pima (pim), Semeion (sem), Spambase (spam), Stat-german-credit (s-ge), Stat-image (s-im), Stat-shuttle (s-sh), Titanic (tita). Datasets identified by numbers were taken from OpenML, the numbers represents their ID in the OpenML database.

\(^3\)All UCI datasets are already processed by Delgado et al. [57], so Lévesque et al. [54] and we use the exact same UCI data for algorithms comparision. For OpenML dataset, we just use same preprocessing technique.

\(^3\)If None, then nodes are expanded until all leaves are pure or until all leaves contain less than \( \text{min\_samples\_split} \) samples.” (see https://scikit-learn.org/stable/modules/generated/sklearn.tree.DecisionTreeClassifier.html)
algorithms are stochastic. The complete codes and experimental data of each method can be found in the github \(^4\).

The other class of methods which we will compare are denoted as GP-X-(ls), proposed by [54]. They are GP-based Bayesian optimization, combined with imputation strategy for inactive values in conditional search space. Each method is different in terms of kernel type, whether using local search (ls) to optimize \(EI\) and applying imputation or not. Their GP-based methods include the use of priors on GP hyper-parameters (i.e. length-scales \(\ell\), the kernel amplitude \(\sigma_f\) and the noise \(\sigma_n\)), which are then tuned with slice sampling.

In the work of Lévesque et al. [54], random search (RS), Spearmint [15], SMAC, CMA-ES [58] are also taken into account for comparison, so we will keep comparing them with our proposed methods. As for random search, hyper-parameters are sampled uniformly in the search space. For SMAC, inactive hyper-parameter is imputed to a default value (which is roughly the middle value of each space). For CMA-ES, the population size used is \(\lambda = 4 + 3 \log d\), which is suggested as a rule of thumb in [59]. No imputation of inactive parameters is performed.

Based on the work of Demšar et al. [60], we use a set of robust non-parametric tests for statistical comparisons of all methods: the Wilcoxon signed ranks test for comparison of two methods and the Friedman test with the corresponding post-hoc tests for comparison of more methods over multiple data sets. Results of the latter will also be presented with CD (critical difference) diagrams.

### 6.2.1 Results and Discussions

Table 6.1 shows the empirical validation error rate of each method on the dataset, averaged over 10 repetitions. The best performance per dataset is highlighted in bold, and for each dataset the methods that are significantly worse than the best according to a Wilcoxon signed-rank test with \(p < 0.05\) are underlined.

\(^4\)https://github.com/guoxin1122/EGO-X
We can see that GP-cond-ls is only significantly worse than the best on 3 datasets, while the member of EGO-X is worse on at least 6 datasets. From this perspective, GP-cond-ls seems better than the others. With respect to average ranks, we can see the best method is EGO-ss (5.11), followed by EGO-baseline (5.18), and GP-cond-ls (5.39).

When compared all together, the methods are significantly different according to a Friedman’s test \((p = 3.67 \times 10^{-6})\). In this case, a post-hoc multiple comparisons test need to be performed. Figure 6.5 shows the result of a post-hoc Nemenyi test with the significance level \(p = 0.05\). The performance of two methods is significantly different if the corresponding average ranks differ by at least CD (which is computed based on the formula in [60]).

From these tests, we can only conclude that four methods (i.e. EGO-ss, EGO-baseline, GP-cond-ls, EGO-ws) all perform significantly better than Spearmint. Methods which are linked by one bold line seem to have equivalent performances. The data is not sufficient to conclude whether methods crossed by two bold lines are equivalent to Spearmint or the best four methods. Similarly, it is not sufficient to conclude that SMAC’s performance is same as that of EGO-ss or Spearmint. It should be pointed out that the Nemenyi test is rather conservative in its estimates.

Table 6.2 shows the result of pairwise Wilcoxon signed-rank tests. Methods highlighted in bold show a significant difference between row and column, and underlines highlight when the method on the corresponding row performs worse than the method in the corresponding column. From these tests, it is interesting to note that EGO-ss significantly outperforms 8 methods and it is never worse than any of the others. From this perspective, we can say EGO-ss is the best, and the second best is GP-cond-ls which is significantly outperformed by only two methods, while the worst is Spearmint which is significantly outperformed by all others.

6.2.2 Visualization of Classifier Choices

The frequency of the final sampled classifier choice can provide insights into the behaviour of combined algorithm selection and hyper-parameter optimization, once the optimization procedure is over. Here we look at the results for a single optimization method for simplicity, EGO-ss. Figure 6.6 shows the distribution of classifier choices.
Figure 6.5: Comparison of all methods against each other with the Nemenyi test. Groups of methods that are not significantly different ($p > 0.05$) are connected. The average ranks of methods are drawn on the axis. Here CD=6.17.

Table 6.1: Average validation error (%) of each method. Boldface highlights the best performing method per dataset, and underlined methods highlight methods that are significantly different from the best method according to a Wilcoxon signed-rank test ($p < 0.05$).

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sklearn-default</td>
<td>389</td>
</tr>
<tr>
<td>RS</td>
<td>772</td>
</tr>
<tr>
<td>Spearmint</td>
<td></td>
</tr>
<tr>
<td>SMAC</td>
<td></td>
</tr>
<tr>
<td>CMA</td>
<td></td>
</tr>
<tr>
<td>GP-matern-noimpute</td>
<td></td>
</tr>
<tr>
<td>GP-matern</td>
<td></td>
</tr>
<tr>
<td>GP-cond</td>
<td></td>
</tr>
<tr>
<td>GP-laplace</td>
<td></td>
</tr>
<tr>
<td>GP-matern-ls</td>
<td></td>
</tr>
<tr>
<td>GP-laplace-ls</td>
<td></td>
</tr>
<tr>
<td>EGO-baseline</td>
<td></td>
</tr>
<tr>
<td>EGO-impute</td>
<td></td>
</tr>
<tr>
<td>EGO-ss</td>
<td></td>
</tr>
<tr>
<td>GP-laplace-noimpu</td>
<td></td>
</tr>
<tr>
<td>GP-matern-ls</td>
<td></td>
</tr>
<tr>
<td>GP-laplace-ls</td>
<td></td>
</tr>
<tr>
<td>EGO-baseline</td>
<td></td>
</tr>
<tr>
<td>EGO-impute</td>
<td></td>
</tr>
<tr>
<td>EGO-ss</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.7 provides further details, showing the classifier choices for each dataset in the benchmark. In this case, each column represents the 10 final classifier choices made for a single dataset. It is interesting to note that there are 6 out of 14 datasets only benefiting from SVM classifier, while others benefit from at least two types of classifiers. It should not be surprising that SVM does perform competitively well on a big proportion of UCI datasets, according to the work of Delgado et al [57]. They evaluate 179 classifiers belonging to a wide collection of 17 families on 121 UCI datasets, and conclude that the best and most general classifiers are random forest and SVM.
Table 6.2: Pairwise Wilcoxon signed-rank tests. Boldface indicates statistical significant difference between row and column, while underline indicates row worse than column.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RS</td>
<td>0.16</td>
<td>0.07</td>
<td>0.36</td>
<td>0.88</td>
<td>0.01</td>
<td>0.20</td>
<td>0.86</td>
<td>0.14</td>
<td>0.00</td>
<td>0.20</td>
<td>0.02</td>
<td>0.25</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>SMAC</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>CMA</td>
<td>0.36</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>GP-matern</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>GP-matern-noimpute</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>GP-cond</td>
<td>0.20</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>GP-laplace</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>GP-matern- ls</td>
<td>0.14</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>GP-cond- ls</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>GP-laplace- ls</td>
<td>0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>EGO-baseline</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>EGO-impute</td>
<td>0.25</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>EGO-ss</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>EGO-ws</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Sklearn-default</td>
<td>0.64</td>
<td>0.10</td>
<td>0.25</td>
<td>0.55</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Figure 6.6: Resulting classifier choices for an optimization with EGO-ss over all 14 datasets and 10 repetitions.
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Figure 6.7: Resulting classifier choices for an optimization with EGO-ss. Each column represents the distribution of classifier choices across the 10 repetitions on a single dataset.
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Summary and Conclusions

We have investigated the difference and relation between the black-box optimization problem and algorithm configuration problem in the context of automatically tuning algorithm parameters. And we empirically evaluate two state-of-the-art algorithms, MiP-EGO and SMAC, which are originated from the field of black-box optimization and algorithm configuration, respectively, on some artificial test problems. Our results show that MiP-EGO outperforms SMAC on mixed integer search spaces within a small evaluation budget, and both algorithms cost roughly the same amount of time to approach respective near-optimum.

Not just optimizing parameters of one single algorithm, we extend our scope to include the choice of the algorithm, in order to solve the problem about automatically selecting the best one from a large number of highly optimized algorithms, for an unknown practical application. We combine the algorithm selection procedure and parameter optimization on a hierarchical search space, and propose three extensions of MiP-EGO to solve this hybrid problem.

We apply the variants of MiP-EGO, namely EGO-X, on a algorithm configuration scenario where a best highly optimized learning algorithm is determined automatically for solving a classification task. We use EGO-X to tune 7 learning algorithms simultaneously and test them on 14 classification datasets. In multi-comparison with other methods, the results show that EGO-ss, EGO-ws and EGO-baseline are not significantly worse than the state-of-the-art. In pairwise comparison, our results show that the best one is EGO-ss, which is never outperformed by all others, followed by EGO-baseline,
GP-cond-ls and EGO-ws. The better performance of EGO-ss can be explained by the ability of sufficiently and thoroughly optimizing hyper-parameters of learning algorithm before selection.

Although EGO-ss outperforms others on most datasets and has highest ranking, we do not tend to use these results for claiming a general presumed superiority of EGO-ss against the other algorithms. Rather, we wish to present the idea of applying MiP-EGO on hierarchical search space, and we want to interpret our results as an evidence that this idea is promising for configuring and selecting learning algorithms, and can be further applied on more extensive and practical problems.
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