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Abstract

Lately bitcoins have become more popular as a monetary unit. The ease and the anonymity for online payments do not go unnoticed by many people and Bitcoin payments getting more and more accepted every day. Only the way bitcoins are minted differs greatly from the way ordinary coins are minted. To create bitcoins you have to find a hashed value lower then a certain target. This thesis looks at this as a black box optimization problem. For these problems evolutionary algorithms have been proven to work good. This study uses metaheuristics, like simulated annealing and two types of genetic algorithms to try and find that value quicker than random search.
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1 Introduction

Bitcoins [7] are gaining in popularity lately. There are many reasons for that, and one of them is that you can mine bitcoins yourself. But more on that later. First we need to explain what bitcoins are. A bitcoin is a digital monetary unit. Which means that they can be used to pay with. Normally we do that with coins like the Euro where we exchange them or let a bank do that for us. The bank does that also digitally but in a different way. When money is deposited in the bank, the bank is trusted so that it does not get stolen and the payments made are done correctly.

With bitcoins that is different. There is no central bank or government institution that we have to trust to keep our money safe. So a bitcoin is no more then some bits on a computer and they can be split up so people don’t have to make transactions with them as a multiple of one. With regular money when a digital transaction is done we trust the bank that they do it correctly. But because there is no central institute looking over bitcoins there must be another way. This is done using hashes. Computers have to try and get a value out of the hash lower than a certain target, but there is only an small chance to find it. That is why a lot of computers have to try it at the same time. To get people to spend their computing time on it there is a reward if that value is found. The reward is a block of bitcoins. Because of that the first research question is: How can mining bitcoins be viewed as a black box optimization problem?

Mining bitcoins is conventionally done by taking the smallest number a starting value and incrementing each try a lower value is not found, or by taking random values. There is a study about a theorem called the no free lunch theorem [11] that suggests that it is not possible to solve a blackbox optimization problem for which is nothing known about the function in a faster way. But there is also a study [3] that suggests that it is possible to speed up the process of solving the optimization problem if you have specific information about the problem like if the time to run the function is polynomial instead of expoenial. Therefore my second research question is: Is it possible to solve a block of bitcoins faster than random search using evolutionary algorithms?
2 Bitcoins

2.1 What are bitcoins?

The old fashioned transactions rely on trusting financial institutions. The weakness of that system is that transactions might be reversed. To ensure the transactions are done correctly financial institutions have to work together. This will increase the cost of transactions, making small transactions less viable. These costs can be avoided if there is no need of those trusted third parties to oversee the transactions. Before bitcoins were invented there was no system like that. Bitcoin is a payment system based on cryptography, where cryptographic proof is used instead of trust to verify the transactions. Reversing transactions is still possible but impossible if the majority of the computational power is not working together to attack the network.

A bitcoin is a chain of digital signatures. If someone transfers a coin he or she digitally signs it with a hash of the previous transaction and the public key of the next owner. The recipient can verify the signatures of the chain to make sure it is legitimate. To make sure that a coin is not spent twice all transactions are announced to the whole network. Timestamps are used to make sure that the first announced transaction is the one that is carried out. The majority of the network has to agree on which transactions is recieved first.

To use those timestamps a proof of work system is needed. For bitcoins that is a value when hashed with the SHA-256 algorithm starting with a number of zeros. A block is solved by incrementing a nonce until such a value is found. A block can not be changed unless all the work is redone for all the blocks that come after it.

The network works in a way that a new transaction is broadcasted to the whole network. The nodes try to find a proof of work for the block with the new transactions in it. If a node finds a proof of work, it broadcasts it to all nodes. The other nodes only accept the block if all the transactions in it can be verified. If the block is accepted the nodes will continue the chain with the latest hash. The longest chain is always correct and other nodes will always work on the longest chain.
As stated before with bitcoins there is no central authority that governs the distribution of the bitcoins. Because of that, bitcoins are rewarded to the node that solves a block. It is rewarded as the first transaction of the new block. This way bitcoins are steadily distributed. It also works as an encouragement to process transactions. Everytime a certain amount of bitcoins is rewarded the amount that is rewarded is lowered. On top of that there are also transaction fees that are rewarded to the node that solves the block. So when all bitcoins are handed out, there should still be enough motivation for nodes to keep solving blocks and verifying transactions.

2.2 Mining Bitcoins

The term bitcoin mining refers to scanning for a value that begins with zeroes when it is hashed with the SHA-256 algorithm. The difficulty and the target number of zeroes are set so that a new block is solved every ten minutes. After a block with the new transactions in it is solved and a proof of work is obtained, the block cannot be changed unless the work is done again. When someone attempts to change a block in the middle of the block chain all the work of the blocks after the changed block has to be done again as well. Because the network always considers the longest chain the correct one it makes it nearly impossible to do that. The more nodes that are in the network increases the speed blocks are solved so a node has smaller chances to solve a block which makes it even harder to attempt fraud. So the only way to spend your own transactions again is by having the majority of the computational power of the network so you have the longest chain. But if someone has that much computational power it is probably more profitable to solve blocks the legal way and earn bitcoins by doing so instead of trying to fraud the network and undoing its previously done transactions.

When bitcoins started, not many people knew about it and not many people were mining bitcoins. The difficulty was set to a low value and the target amount of zeroes was not high. So nodes mining had a good chance of solving a block once in a while. Even though the value wasn’t that high at that time people still did it. But when bitcoins gained in popularity, the amount of people or nodes mining also increased. Because more bitcoins were distributed the number of target zeroes also increased. And to keep the solve rate at a steady one block per ten minutes the difficulty keeps increasing. This makes it these days nearly impossible for a single node to solve a block.
Because the main reason people are mining bitcoins is the reward they get after solving a block. So they started working together in a so called mining pool. Mining pools are in different sizes and the network stays safe as long as a mining pool does not have the majority of the computational power. If someone in a mining pool solves a block the reward is shared. There are different ways mining pools share the rewards but the most common way is that people in the pool get rewarded proportional to the amount of computational power they have spent on that block. This way people still have a fair chance to make money while mining bitcoins.

### 2.3 SHA-256

SHA stands for secure hash algorithm. SHA-256 is part of the SHA-2 set of cryptographic hash functions which are designed by the NSA. Such hash functions can be used to verify the authenticity of data because when some data is hashed more then once the outcome will be the same every time. Another reason why these hash functions are used is because it is nearly impossible to reverse the algorithm and calculate the original input from an output value. This is the reason why this algorithm is used with bitcoins, even though it has not been specifically designed for this application.

### 2.4 Related Work

Work related to finding bitcoins quicker or solve a block in another way than enumeration is not easy to find. Or whether or not solving the problem is best done with enumeration does not exist. A reason for that may be that if someone found a way to find a proof of work and by that to make money the person is not likely to publish his work and thereby losing income. Work that can be found is about whether or not bitcoin is a good currency or not[1]. Other parts of the bitcoin subject that are researched is about the security[4] of the currency or whether it is really as anonymous[8] as it is led to believe. There is no point in going further into details about these aspects, as the topic of this study is focusing on another aspect of bitcoins.
3 Methods

Because mining bitcoins is a lucrative business this study tries to find out if it is possible to not mine bitcoins the ‘hard way’ but the ‘smart way’. Where instead of using enumeration or random search this study looks at simulated annealing and genetic algorithms to see if they are viable options. But to do that some code was needed that is able to do the hash with the required inputs [6]. This code is able to do a hash with the inputs that were used when the first block was solved. This information is used throughout all the experiments except for the nonce which is changed every hash. The code has been changed so that a different nonce can be used as an input and the hashed value is returned as an output. But instead of returning a 256-bit character array the twenty eight most significant bits are stored in an unsigned integer and returned because it is easier to work with.

\[
\text{SHA-256(SHA-256(x))} \rightarrow \min |x \in S, S = \{0, 1\}^{32}
\]

3.1 Simulated Annealing

The first algorithm that this this study looks at is simulated annealing[10], that is why here the research question is: Is it possible to solve a block faster than random search by using simulated annealing?

First simulated annealing needs to be explained. Simulated annealing is a probabilistic heuristic optimization algorithm that is used to find an optimum of a function, as can be seen in equation 1.

Simulated annealing is based on the annealing process from metallurgy. Annealing is used to create a metal object where to molecules from the metal are aligned perfectly so the metal does not have any flaws after the process has finished. To do this the metal object is warmed up to its meltingpoint and cooled down slowly so the energy levels in the molecules stay equal during the process. This ensures the molecules get aligned and a minimal energy state is found, this also makes the metal object stronger.

In computer science this process is mimicked to solve optimization problems. Usually a random value is used to start with that needs to be optimized. An evaluation function is also needed to determine how good or bad the value
is. Next a neighboring value is generated and evaluated. If it has a better evaluation that the old value it is used as the new value, if not there is a probabilistic function depending on the temperature that decides whether or not the value is still accepted as the new value, this is the annealing part. This takes place in a while loop which stops if a value is found which has an evaluation better than a certain target or a maximum number of iterations are done. At the end of the while loop the temperature is lowered so the neighborhood in which worse evaluations are also accepted gets smaller over time. This is not done every iteration so more evaluations can be done with the same temperature.

For the bitcoin problem at the start of the algorithm a random nonce is generated and evaluated by the SHA-256 as seen in the pseudo code below. The nonce and the evaluation are both recorded as the current best values. Next a while loop starts which stops when a maximum number of computations have been done or when the evaluation value has fallen below a certain target value. As stated before at the end of the loop the temperature is lowered. In the while loop is a for loop, which does a hundred thousand iterations. Each iteration a new nonce is generated based on a mutation from the best one found. The mutation randomly flips bits on a set mutation rate. The newly generated nonce is then evaluated and compared to the best evaluation currently found. If it is better it stored with the nonce as the best found nonce and evaluation so far. When the evaluation is not better than the best one a probability is calculated. The value between zero and one is compared to the exponential function of the current evaluation minus the best evaluation divided by the temperature. If that value is higher than the randomly generated probability it is accepted as the new best nonce and evaluation.

Pseudo code

```plaintext
1  nonce := rand(); e := E nonce
2  bestnonce := nonce; ebest := e;
3  k := 0
4  while k < maxcomp and e > target do
5    for i := 0 to 100000 do
6      nonce := mutation(bestnonce)
7      e := E nonce
8      k := k + 1
9      if e < ebest
10        ebest := e; bestnonce := nonce
```
else if e \neq \text{ebest} \text{ and } \text{rand()} / \text{RANDMAX} < \\
\exp((e - \text{ebest}) / T) \\
\text{ebest} := e; \text{bestnonce} := \text{nonce}
\end{for}

T := 0.95 \times T
\end{while}
\text{return} \text{bestnonce}

\subsection{3.2 Standard Genetic Algorithm}

The second algorithm that this study looks at are genetic algorithms\cite{2}, because of that the research question here is: \textit{Is it possible to solve a block faster than random search by using a genetic algorithm?}

In a genetic algorithm a population is used to solve optimization problems. The algorithm starts from a randomly generated population. Each individual from the has to be evaluated by an evaluation function to decide the fitness of a possible solution. When the starting population is initialized a loop is started, each iteration in that loop is also called a generation of the population. In that loop is another loop that ranges from zero to the population size to generated new offspring. To generate offspring first a parent is selected from the population then it is determined whether or not a crossover is done. If so a second parent is selected and a crossover is done. If not the first parent is used. Next a mutation is done on the newly generated offspring or the first parent based on a set mutation rate. When the offspring population is created it is evaluated and merged with the old population, where the individuals with the best fitness from old population and the new population are kept. Now a generation is finished and a new generation is started until a maximum number of evaluations are done.

When this is applied to the blackbox optimization problem of bitcoins, this is how it is implemented. First a population is randomly initialized which are then evaluated. After each individual in the population has a fitness based on the outcome of the SHA-256 algorithm, they are ranked from best to worst. Then a while loop is started which loops until a maximum number of evaluations are done. Next a for loop starts which ranges from zero to the population size. In that loop the first parent is selected by randomly selecting two individuals from the population and taking the one with the highest rank, then a probability is calculated and compared to a crossover rate to determine whether or not a crossover takes place. If a crossover
takes place a second parent is selected the same way as the first parent. The crossover is done by calculating a probability for each of the 32 bits in the nonces in both parents to decide if a bit comes from the first or the second parent in the new nonce. If there is no crossover the first parent is used as the new nonce. Next a mutation function is used on the new nonce. The mutation function calculates a probability for each bit and compares in with the mutation rate. If the calculated probability is high enough the bit is flipped, if not it is left as it is. This is done for each individual in the offspring. Then the population is evaluated, ranked and merged where the best individuals from the offspring and old population survive into the next generation.

**Pseudo code**

```plaintext
1 initialize(P)
2 evaluate(P)
3 rank(P)
4 k := 0
5 while k < maxcomp do
6   for i := 0 to pop.size do
7     p1 := select_p(P)
8     if rand() / RAND_MAX < pc
9       p2 := select_p(P)
10      p_new[i] = crossover(p1, p2)
11     else
12       p_new[i] = p1
13       p_new[i] := mutation(p_new[i])
14   end for
15  evaluate(P)
16  rank(P)
17  merge(P)
18  k := k + pop.size
19 end while
```

**3.3 Niching Genetic Algorithm**

When using a genetic algorithm sometimes the population converts and the diversity in the population decreases, that is why a genetic algorithm with niching[5] is implemented. The research question here is: *Is it possible to solve a block faster than random search by using a genetic algorithm with...*
When the diversity of the population decreases the landscape that is being searched on is getting smaller. That makes it possible to get stuck on a local optimum instead of finding better local optima or even the global optimum. Niching tries to prevent that from happening where the idea is to share the fitness of the population. This is done by decreasing the fitness of individuals when they are similar. To do this a sharing function is needed, it looks as follows:

\[
sh(d_{i,j}) = \begin{cases} 
1 - \left( \frac{d_{i,j}}{\rho} \right) & \text{if } d_{i,j} < \rho \\
0 & \text{otherwise}
\end{cases}
\] (2)

Where \( d_{i,j} \) is the distance between individuals \( i \) and \( j \). And where \( \rho \) is the maximum distance between two individuals. With this sharing function the niching count can be calculated with the following function:

\[
m_i = \sum_{j=1}^{N} sh(d_{i,j})
\] (3)

Next is the only function that differs slightly from [9] because it is for a maximization problem and this study looks at a minimization problem. The function to calculate the shared fitness is:

\[
f_i^{sh} = f_i * m_i
\] (4)

Where \( f_i \) is the old fitness. When this is done for each individual the population is ranked again so it can be used in the next generation with parent selection.

This is implemented in the standard genetic algorithm as the last step in a generation. The functions are all implemented as can they are listed above and can be viewed in the pseudo code below, except for the distance between two individuals. For that the hamming distance is used, which counts the bits that are different between the two nonces. With this implemented when two nonces have similar bitstrings they have a small distance between them and their fitness is increased so it is less likely to have a many similar individuals in the population.

**Pseudo code**

The following code goes between line 17 and 18 of the pseudo code of the standard genetic algorithm.
for int $i := 0$ to $\text{pop.size}$ do
  $m := 0$
  for int $j := 0$ to $\text{pop.size}$ do
    $m += \text{sharing.function}(\text{distance}(p[i], p[j]))$
  end for
  $f_{\text{sh}}[i] = (i + 1) \times m$
end for
rank($P$, $f_{\text{sh}}$)

4 Results

For this study it was important that the SHA-256 function in each algorithm got the same amount of CPU time. That is why a maximum amount of hashes was set to fifty million, which takes about ten minutes to run on the CPU that was used. This way the same amount of hashes are done so the different algorithms can be compared.

4.1 Simulated Annealing

For simulated annealing this study looks at four different temperatures as can be seen in figure 1. Usually with simulated annealing the temperature is lowered every set amount of iterations but for this study the temperature was kept the same to see what kind of landscape was searched on. In figure 1 there are four boxplots, on the vertical axis of the boxplots are the hashed values and on the horizontal axis is displayed if it are random nonces that were tried or different values for the parameter tau which is the mutation rate in the algorithm. In each boxplot ten runs of fifty million hashes are done.

The mutation rate in these figures was set to four different values. A higher mutation rate means that the mutated nonce has a higher chance to change more from the old nonce where a mutation rate of 0.5 would basically generate a new random nonce. In figure 1.a and 1.b which are the figures with the lowest temperatures of the four figures it is noticeable that the higher the mutation rate the better the results are. It also shows that a higher mutation rate results in hashed values closer to random which is not strange because the higher the mutation rate the closer the mutated nonce is to a randomly generated nonce.
When looking at figure 1.c and 1.d, the boxplots with the highest temperatures, one can observe that different mutation rates don’t really make a difference. It is likely that this has something to do with the high temperatures. Because when using simulated annealing high temperatures mean that candidate solutions a lot worse than the best one found can be accepted as new best solution. This makes it closer to random search and that is why the solutions are similar to a random search. There is one solution found on figure 1.d with a mutation rate of \( \frac{1}{16} \) which is the nonce of the first bitcoin but that was more likely obtained by luck than by the algorithm.
When using a genetic algorithm this study looks at four different population sizes as can be seen in figure 2. Located on the vertical axis are the hashed values and on the horizontal axis is shown how many generations are done with the size of the population or if it was a random search. The population sizes and generations are different but each run did fifty million hashes and
each boxplot is ten runs. The crossover rate is set to one and the mutation rate is set to $\frac{1}{32}$. From the figure can be observed that the different population sizes do not really differ much from each other. The results from the genetic algorithm are also more or less equal to random search other than the two low results from a population of ten and one thousand, but that might as well have been plain luck. So a genetic algorithm may give similar results than random search, but random search is definitely a lot faster.

Figure 2: Genetic algorithm with different population sizes

4.3 Niching Genetic Algorithm

When looking at figure 3 which shows results from the genetic algorithm with niching the axis depict the same as in figure 2. Each boxplot is again made up of ten runs of fifty million hashes. But with niching only two population sizes are looked at. These are the two smallest populations and it is because calculating the niching count takes such a long time with larger populations
that it would definitely not be faster than random search. The crossover and mutation rate are also the same as before. Here the results are again similar to random search and because niching also takes time it is again a lot slower than random search.

Figure 3: Niching genetic algorithm with different population sizes

5 Conclusion

5.1 Discussion

Looking back at the results, it is probably safe to say that what is tried in this study is not a better way to find a solution than random search. Even though there are some results that are better than random there is a good chance it has more to do with luck than with the algorithm doing its job. This answers the last three questions from this study, there is no way using simulated annealing or a genetic algorithm to solve the black box
optimization problem that was looked into. That is a good sign for the SHA-256 algorithm, if it would have worked the hashing would not be as safe as is expected and therefore making bitcoins unsafe in general. The answer to the first research question, is it possible to view this problem as a black box optimization problem is yes, it is possible to do his, but as comes with the answers of the other two research questions it didn’t do any good. To make a long story short, if you want to mine bitcoins, do it the conventional way by using random search or enumeration. In this study random search is chosen above enumeration, this makes duplicates possible. But since the search space is very large this has a small chance of happening.

5.2 Future work

The fact that this study shows that there will be probably no standard meta-heuristics for mining bitcoins more efficiently than random search. For the genetic algorithm something that can be researched is trying to optimize the parameters of the algorithm, a lot of parameters are possible and testing them takes a lot of time. Another way to look at this problem is to not look at it as a black box optimization problem, but look more into the structure SHA-256. Doing this requires strong knowledge about cryptography. Or a gray box optimization algorithm an be created where only a small amount of knowledge about SHA-256 is needed. But even with that it is still unlikely due to the hashing algorithm. If it is a safe and secure hashing algorithm, finding a better algorithm than random search may be not possible.
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**Appendix**

**SHA-256 as an optimization function**

The following code can be found here [6] and was edited so the code can be used as an optimization function. It is a class called Hashfunction with a function called hash that computes the hash. To use it you have to call the hash function with the nonce as the parameter. The nonce is an unsigned int. The function will return the 28 most significant bits of the output of the function in a long variable. The header file can be found below.

hashblock.cc

/*
#include <openssl/sha.h>
#include <stdio.h>
#include <string.h>
#include <stdlib.h>
#include <iostream>
#include <limits>
#include "sstream"
#include "hashblock.h"

using namespace std;
typedef struct block_header {
    unsigned int version;
    // dont let the "char" fool you, this is binary data
    // not the human readable version
    unsigned char prev_block[32];
    unsigned char merkle_root[32];
    unsigned int timestamp;
    unsigned int bits;
    unsigned int nonce;
} block_header;

// we need a helper function to convert hex to binary, this
// function is unsafe and slow, but very readable
// (write something better)
void hex2bin(unsigned char* dest, unsigned char* src) {
    unsigned char bin;
    int c, pos;
    char buf[3];

    pos=0;
    c=0;
    buf[2] = 0;
    int length = strlen((char*)src);
    while (c < length) {
        // read in 2 characters at a time
        buf[0] = src[c++];
        buf[1] = src[c++];
        // convert them to a interger and recast to
        // a char (uint8)
        dest[pos++] = (unsigned char) strtol(buf, NULL, 16);
    }
}

// this function swaps the byte ordering of binary data, this
// code is slow and bloated (write your own)

```c
void byte_swap(unsigned char* data, int len) {
    int c;
    unsigned char tmp[len];

    c = 0;
    while (c < len)
    {
        tmp[c] = data[len-(c+1)];
        c++;
    }

    c = 0;
    while (c < len)
    {
        data[c] = tmp[c];
        c++;
    }
}
```

// this function takes the 28 most significant bits from the char array and converts them into an unsigned long

```c
unsigned long charToInt(unsigned char* hash) {
    char buffer[20];
    int size = 0;
    for (int i = 0; i < 7; i++){
        size += snprintf(buffer+size, 19, "%.2x", hash[i]);
    }

    unsigned long value;
    stringstream ss;
    ss << hex << buffer;
    ss >> value;
    return value;
}
```

```c
unsigned long Hashfunction::hash(unsigned int nonce) {
    // start with a block header struct
    block_header header;

    // we need a place to store the checksums
    unsigned char hash1[SHA256_DIGEST_LENGTH];
```
unsigned char hash2[SHA256_DIGEST_LENGTH];

// you should be able to reuse these, but openssl sha256 is
// slow, so your probably not going to implement this anyway
SHA256_CTX sha256_pass1, sha256_pass2;

// we are going to supply the block header with the values
// from the generation block 0
header.version = 1;
hex2bin(header.prev_block,
  (unsigned char*)"000000000000000000000000000000000000000000000"
);
hex2bin(header.merkle_root,
  (unsigned char*)"4a5e1e4baab89f3a32518a88c31bc87f618f76673e2cc77ab2127b7afdeda33b"
);
header.timestamp = 1231006505;
header.bits = 486604799;
header.nonce = 2083236893;
header.nonce = nonce;
// the endianess of the checksums needs to be little,
// this swaps them form the big endian format you normally
// see in block explorer
byte_swap(header.prev_block, 32);
byte_swap(header.merkle_root, 32);

// Use SSL's sha256 functions, it needs to be initialized
SHA256_Init(&sha256_pass1);
// then you 'can' feed data to it in chunks, but here were
// just making one pass cause the data is so small
SHA256_Update(&sha256_pass1, (unsigned char*)&header,
  sizeof(block_header));
// this ends the sha256 session and writes the checksum to hash1
SHA256_Final(hash1, &sha256_pass1);

// same as above
SHA256_Init(&sha256_pass2);
SHA256_Update(&sha256_pass2, hash1, SHA256_DIGEST_LENGTH);
SHA256_Final(hash2, &sha256_pass2);
byte_swap(hash2, SHA256_DIGEST_LENGTH);
return charToInt(hash2);
}

hashblock.h

#ifndef hashblock_H
#define hashblock_H

class Hashfunction {
    public:
        unsigned long hash(unsigned int nonce);
};

#endif