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1 Summary

Model building can be an easier alternative to eérpentation and models can be used
for the purpose of process explanation and predfictlhis thesis presents a different
approach towards the modelling of biological systéhan the traditional methods used.
Traditional methods start directly from mathemdtiwedels rather than modelling at a
more global level. These methods still lack thernattion dynamics. They do not offer a
way of modelling the behaviour and the coordinati@tween the systems consistently.
By using a behavioural coordination language caitladadigm it has been explored how
far it could facilitate the modelling of the behanr, communication and collaboration
taking place between the individual entities in ialdgical system. There is a huge
demand for such a dynamic modelling technique, esisach a dynamic modelling
technique does not exist to date. Paradigm has bseth for this purpose to model the
interactions in a biological system. Some concépt®m UML have also been applied in
modelling and it has been researched which softusamaiitable for building dynamic
models using Paradigm notations.

The Paradigm language can offer a new approachrdsvibe modelling of interactions
in living systems. Paradigm is a behavioural camtion language developed at the
Leiden institute of advanced Computer Sciencea#t $o far been applied in modelling
business models or software components. The ideasioly Paradigm in modelling
biological systems therefore is new and has nat lreeestigated so far. Two case studies
from the biological field have been selected andiefied in this thesis. Both the case
studies modelled, illustrate how Paradigm can lpieghin modelling biological systems
and how it can contribute to a deeper and bettdergtanding of these systems.



2 Introduction

In biological systems the interesting and imporiaspects are the interactions between
cells, genes, genetic networks, molecules or otisetwl'o understand Biology at the
system level, the structure and dynamics of th@eestructure in separation of genes,
cells, molecules etc must be examined rather thnmir tindividual characteristics.
Properties of systems, such as its behaviour aienpartant aspect, and understanding
these properties could have an impact on the fustwdy of, for example medicine.
Studying these interactions therefore requires g @famodelling them. To predict the
behaviour of such systems and to model it thera reeed for a modelling technique
which can model all the characteristics of thete#tisuch as its state, location and show
the communication and collaboration taking placéwvben the entities involved in a
system. Such a technique does not exist so farhndao model all these characteristics,
since traditional methods start directly from matla¢gical models rather than modelling
at a more global level. These methods still lack ititeractions dynamics. They do not
offer a way of modelling the behaviour and the damation between the systems
consistently. This has provided the foundationtfe need of a new approach towards
the understanding of complex biological systemsoirBormaticians and systems
biologists expect that building a good dynamic maddiochemical/genetic networks is
a key step towards the development of predictivedetso for molecules or whole
organisms. Such models are regarded as the kegstdn®ystems Biology. Therefore
there is a huge demand for a dynamic modellingrtieele which has not been developed
to date.

In this thesis | will present such a dynamic mddglitechnique which facilitates the
modelling of the dynamic behaviour of biologicakms. | will use Paradigm, which is
a behavioural coordination language developed atliden Institute of Advanced
Computer Science for this purpose. | will explomwhParadigm can help in eliminating
all the above mentioned obstacles and how it cbattefit biological systems modelling.
How Paradigm could offer a more dynamic approadh lzaw it could provide a better
understanding of biological systems will be invgsted.

Since there is no software which can visualise digna’'s concepts | researched about
different software systems such as GenMAPP andofaltiRose. This was done to
investigate which software is suitable for modgjlusing Paradigm as the coordination
language. GenMAPP is standard software used bgdigit to model biological systems
and Rational Rose is standard software used by Gmnjscientists for modelling of
software systems. Paradigm’s concepts were appliéth these software’s and it has
been investigated if a dynamic system could bet lbuiltop of them, which can visualize
Paradigm’s concepts.

| used some UML diagrams along with Paradigm noeti This approach | believe will
offer greater potential modelling flexibility andwer because of its use of the concepts
of Object Orientation (UML) and Paradigm. The sa@fte development community has
been using these concepts to build complex systandthat level of complexity and
experience can be used in systems found in biolodWL is starting to be used to a
limited extent within the biology community. The sS§ms Biology Markup Language



(SBML) specification documents use many UML diagsaim formalize the SBML data
structures. [1] The Object Orientation conceptsclafsses and inheritance can be of
significant importance when building simulationstioé systems in the future.

I will model two examples in this thesis. The fiste is the binding of two molecules
where they unite to form a bigger molecule. Theeptexample is of a biochemical
reaction where a protein acts as a catalyst indspgeup a reaction. In both these
examples | will illustrate how by gradually addingre and more detail a system can be
modelled using Paradigm and how it could providéedter understanding of these
systems. This thesis deals mainly with the bott@behaviour of molecule binding,
gene expression and enzymes and shows how su@msystin be modelled using the
approaches mentioned above.

The research proposal for this thesis can be faunke appendix with the details about
the proposal. This thesis is organised as follows;

Chapter 3 deals with the methods and theories imstids thesis. The different concepts
of Paradigm are explained in detail in this chapberscriptions about UML, GenMAPP
and Rational Rose have also been given.

Chapter 4 is related to Biology, intended for thedeom do not have a background in
Biology so that they can understand the systemsetisotl

Chapter 5 discusses the results. The two caseesthdve been modelled in this chapter
and it is shown how Paradigm can be applied in itiadebiological systems.

Chapter 6 is about the research proposal | sulimiitehe NWO Mozaiek programme.
This chapter gives a good idea about the purposeadwantage of Paradigm in the
biological field.

Chapter 8, this chapter summarises the main pdiataissed in the thesis and concludes
them.

Chapter 10, this is the Appendix. The researchgsalpfor this thesis can be found here.



3 Literature and background information

3.1 Paradigm

The coordination and behaviour of biological eastiwill be mapped using Paradigm
notations, developed in Leiden University, the Metdnds, with the help of UML
diagrams [2]. UML has only recently been used fadeiling; Paradigm was initially
inspired from Object Oriented/Simulation languagesh as Simuli. GenMAPP which is
a software used for biological systems modelling been used to draw the diagrams in
this chapter so that it could be researched ifit be extended into a dynamic software
visualising Paradigm notations.

3.1.1 Introduction of Paradigm

3.1.1.1 Coordination Languages

Coordination belongs to the key concepts of Compsiteence. Software systems usually
consist of many components, communicating with eather and with their
environments. Coordination therefore is the coasisbrganisation of the communication
and its effects, such that required cooperatiorwden all components involved is
established [1].In this chapter | will explain Rdiggmm notations in terms of coordination
between software components, which is the techomaperation. Later on | will explain
the use of Paradigm in Biological processes, 1z bf cooperation is called organic in
Paradigm’s world. Paradigm can also be used to hwdanic cooperation. This type of
cooperation is often not very strict, often nedaaand implicit. [3]

3.1.2 Models

"There are things and models of things, the ldigng also things, but used in a special
way" Chao, Y. R. (1960);.0gic, methodology and philosophy of scie(me. 558-566).
Before | start with explaining about Paradigm aisl role in modelling biological
systems, | will explain the use and benefit of mMdmglding. Models are intended to help
us deal in various ways with a system of interBst.models provide better insights into
the system, how do they fulfil this role and whyedownorking on the model have any
relevance to the real system? It is easier to @gbrthis by casting the role of modelling
as part of the process of explanation and predictascribed in the following diagram:



Mapping Technology

Reality < > Model > Implementation
A
Executior
Simulation
Hypotheses Theories
- Experienced
Predicted behaviour
behaviour
Compar \ f Compar
(New)
Behaviour
observed

Figure 1, Models and their use

I will explain the role of modelling in terms of denology or rather a modelling
language, since | will use a behavioural modellimgguage (Paradigm) to model the
behaviour of biological systems. Using notions @ftain phenomena you try to simulate
behaviour of a system and create a link betweerncréain understanding or phenomena
and theory. By doing this a link is created for laxgng that phenomenon that is being
observed and an effort is made to offer a bettptagmation for it. Using technology this
same purpose can be achieved by simulating cebbelaviour of a particular system.
That simulation is either interpretated in preaigtibehaviour or that simulation is
compared against some experienced behaviour thatreedy know. Therefore a model
can either be used for prediction or comparisoregi®y that in mind, | will therefore try
building a model which can either be used to ptediimlogical phenomena or which can
be used to compare against some experienced behawich is known from theories or
experiments. Such a model can be used by biologidesst their hypotheses or theories.
The need to perform experiments to understand hetvawf a system would be
simplified, since such a model could give an ovdrapression of the behaviour of the
system. Model building therefore can be an eadiermative, providing much promising
results.

3.1.3 Concepts of Paradigm

Paradigm is a coordination specification langudtgename Paradigm is an acronym of
PARallelism, its Analysis, Design and Implementatiby a General Method. The
important aspect of Coordination languages is #wgnition of the relationships and
coordination between the different components wedl With the help of such
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coordination languages used in system modelling, ¢htire system and its main
processes are recognized. The entire dynamicscbf &system can be identified in such
a way. The same can be applied to biological pssssvhere the dynamics of a
biological process need to be modelled. Mostly @oation languages such as UML
and even Paradigm have so far been applied to fimaglebftware world processes. The
use of Coordination languages to biological systesnguite limited, while it could be
investigated if it can be applied in an equally cassful manner. Coordination and
communication takes place in biological processesvall, maybe at a more detailed
level, but using a Coordination language to motlshbuld not be very different than
modelling software components. In this thesis thgspbilities of applying a coordination
language i.e. Paradigm to biological systems mougelill be explored. There is no
software yet for building diagrams using Paradignoacepts. Therefore | used different
Rational Rose and GenMAPP for this purpose whdreilt diagrams using Paradigm’s
concepts within the software. | will explain motgoat them later on.

In Paradigm an entire system and the componentsgngak the system, behave in some
cooperative or collaborative manner. The componeats be viewed as collaborating
between each other and a managing component tigdit imé controlling/checking the
communication between the components. The cooperattween the components can
be of different types; excellent, counterproductiven-existing, faltering or blocking. To
achieve cooperation, the components involved conwatenwith each other by sending
and receiving messages and signals. Sending aravirer can be of two types;
Synchronous and Asynchronous. Synchronous is whendirsg and receiving is
happening at the same time. Asynchronous is wheessage is sent, the receiving can
be done at a later time. The communication may rolsetween one to many components
or one to one, where an object has a relation l@tweany subobjects or to one
subobject only. At the same time the sending corapband the receiving component
may be known to each other or not at all.

The goal of such communication always is to aches@peration so that the behaviour
of the various components involved can be attutedParadigm the goal always is to
organise the coordination between involved comptsnas efficiently and effectively as
possible in view of the cooperation one wants toiea@. For this purpose in Paradigm
the components can have a detailed level of behawaiod the global level of behaviour,
through which they achieve effective coordinati®his is another reason why | believe
Paradigm can be applied successfully in modelliradgical processes.

In Paradigm the coordination of the componentsgangs is kept on a separate global
level. This global level is composed from additioglabal levels of different component.
In this way each component to be coordinated st local global level which is
consistent with the detailed behaviour of the ensiystem. Therefore Paradigm has two
globality levels; one for each separate componetuet coordinated and the other for its
consistent integration with the detailed behaviotihis results in consistent dynamics of
the components making up the entire system.

11



3.1.4 Concept of behaviour in Paradigm

In Paradigm the tasks that are relevant for whattb@de coordinated are described first.
This description is done by defining the basic saskbe performed in sequence and the
sequence describes the order in which the task® & performed. Within the Paradigm
framework such basic tasks are called a procesgahzed as State Transition Diagrams
(STD). Detailed behaviour in Paradigm model thaweie represented by a STD. A STD
consists of a set of states, a set of transitibalaor actions, and a set of transitions each
linking two states by a transition label. The exeduor realized sequence of steps from
basic tasks is called behaviour. The detailed hebawf an element in a Paradigm
model is described with the help of all the stated all the transitions as the components
move from one state to the other.

For the coordination between processes global hetsvare defined. Since STDs are
the basic components for behaviour and coordinatiba global behaviour is also
derived from STDs. For the description of globah&aour of a process, Paradigm uses
two additional concepts: subprocess and trap. Apmdess temporarily restricts the
complete behaviour; it is a (behavioural) parthef process. It can also be seen as a phase
in the complete behaviour and during this phasebidmsc tasks to be performed are
restricted to certain situations or subset of ftaors. The constraint introduced by the
subprocess on the process is meant to be tempamndrys imposed from the outside by
the manager. Therefore each subprocess is dest¢njbadsubSTD, which is a part of an
STD. Subprocesses of one STD can overlap, a trap safbprocess is a subset of the
overlapping part of two successive subprocessasapAis defined as a subset of states in
a subprocess, which once entered, cannot be lefess proceeding to the next
subprocess. It is a signal for a subprocess ofgbedady’ to execute the next task. Traps
can be nested; the trap that comprises all thesstidta subprocess is called a trivial trap.
A trap indicates a final stage of a subprocess. gibbal behaviour is then defined as a
sequence of phases with phase changes in betweieh 8hsimilar to a sequence of
states with state changes in between.

Paradigm uses some additional concepts such asgdartamployee, Consistency rules
and Partition. A Manager controls the overall bétaw of its employees and keeps a
check on its phase changes. An employee descritgegldbal behaviour in terms of

phases (subprocesses) and phase transitions (fféugsgollection of all the subprocesses
is called a Partition of the STD. The sequenceubipsocesses, arranged by traps from
each subprocess to the next is controlled by deetatonsistency rules’. These concepts
will be elaborated in the following sections asntroduce the formal notations of

Paradigm later on.

3.1.5 Concept of Coordination in Paradigm

Coordination in Paradigm is formulated in termstied combined global behaviours of
the communicating components, i.e. in terms of daet behaviour of behaviour, and
phase changes. This is a form of coupling on glédatls only, and shows how other
STDs will react on corresponding partitions. Marragad employee concept is thus
introduced.

12



In Paradigm the coordination between a manageitar@mployees is of prime concern.
This is achieved by relating the local behaviouthaf manager with the global behaviour
of the employees, so that consistency in the sygteanhieved. The employee process is
not really subjected to the manager process; jiss to set up such a connection that
shows how the employee process reacts when a nrapageess is in motion. The
manager will check the current status of an em@ay@nstantly before it moves on to a
next state, to know whether the employee has relaaheertain trap that permits this
transition. Only if the employee has reached thap twill both the manager and
employee be able to move on, otherwise the maneijereed to wait until the employee
has reached such a trap that will allow it to mawve During some time interval an
employee is in a behavioural phase, from which #meployee moves to a next
behavioural phase. This can only happen after tainestage of the former phase has
been reached. Where and when exactly in that skegemployees actually changes its
phase, does not matter for the manager. The in@naoetween manager and employees
is defined as consistency relation. How this refatis represented will be explained in
the following section.

The manager process is usually chosen as the ahétkeeping a check on the overall
subprocesses and monitoring the phase changethdvatare no strict rules for choosing
a manager process. The role of a manager andlthefran employee can be switched. A
manger can become an employee of some other mapegss in the overall process.
The employee itself can be a manager of some qitomess. If the manager does not
become an employee of some other manager proass# thas no subprocesses.

3.1.6 Formal Notions of Paradigm: Syntax

3.1.6.1 Syntax of Basic Concepts

1. In Paradigm, &rocess or STOPis a tuple,P=<ST, AL, TS>.

ST is the set of states, which contains all théestan STD can have, belonging to an
actor. AL is called the set of actions or transiiolabels. TS is the set of labelled

a

transitions, from one state to a new state, vieaasition labeh, is written ax - x',
where(x,a,x') OTS.

2. A subprocess of a process P=<ST, AL, TS>, is denoted
asS=<st,al,ts>,stdST,al O AL,tSOTS aprocess.

The concept of subprocess is to divide a proce$3 iBI several stages, or temporary
restrictions.

3. A trap trof a subprocessy =<st,al,ts>is a nonempty set of states] st, with

a
xOtr andx - X'0Ots, implying x'0tr .

13



A trap is included in @ubprocessusually has a smaller set of states than thereabgs
has. Iftr = st, then we say the trap is a trivial trap, as ittaors all the states there are in
the subprocess.

4. Trap tr is a trap of subproceSstr is called aconnecting trapirom subprocess; $0
another process, , if the states in tr also belong$o.

5. A partition{(S ,TR)|i 01} of a process S = <ST, TS>is a set of subprocesses
Si = <sti, tsi> with traps ti such that ST =eUsti and TS = Uil tsi.

A partition of a process S is denotedras {(S ,TR ) |i 01}, with §subprocess of S and

with TR is a set of traps of,.STR is the set of trapdtr,,tr,,..fr, .JA partition contains

subprocesses of a process STD concerning a partiftuiction or purpose. A process
can have multiple partitions, and a partition caaveh multiple subprocesses and a
subprocess can have multiple traps.

6. McPAL: Managing changing Processes ad libitilinis a component that allows for

modifying the dynamics of the system while all caments remain in execution in a
dynamically consistent manner. The important contepe is that a process within a
model is viewed as subprocess of an unknown lgvgeress. This allows for defining

new fragments by modelling them just in time. i@ UIT modelling McPal offers the

possibility to extend the already existing Paradignodel with new behaviours for the

various processes, while keeping the executiorhefmhodel constrained to the already
existing model. McPal can on the basis of new adtigthmics coordinate global level

behaviour, leading to a new evolutionary phaseefmh component. [5]

3.1.7 Visual Notations of Paradigm

Visual Notations:

To make the textual representations more cleatl Igivie here the visual representations
of Paradigm notations. This should make Paradigmtations more clear. These same
visual representations will be used further alonghwsome UML, and GenMAPP
diagrams. | will give visual representations toté&etlescribe biological processes in the
later parts of this thesis. The main aim is to ggparadigm in modelling biological
processes to make the behaviour and coordinatiorsuch systems clear, visual
representations are very important. This shoulg hela new or different understanding
of the processes and maybe even give a better stadding of the same process. The
aim of this new understanding is to give a bettedanstanding without changing the
formal system.
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Process STD

transition1 transition2
State1 — =

T

transition3

Figure 2, Process STD

A process STD will be represented as in figure 2state is represented by a round
symbol with the name of the state written in. | @aged round symbols since | think it is
more in line with biological notations. A transitias represented by a directed edge,
which connects two states, the beginning statedsstarting state of the transition, while
the state, which is connected by the arrow hedbdsending state of the transition i.e.

a
XX . Often we see a loop here in the transitions asstlates of an actor can be
repeated.

Subprocess and trap

transition1 transition?2
State1 . State2 S

trapName

Figure 3, Subprocess and a Trap

A subprocess with a trap is shown as in figure 3uBprocess is a subset of the process
STD, which ends at the trap as presented in thedigA trap is a state set that once the
actor has entered, it cannot leave without furtihatifications have been instructed. A
trap is represented by a polygon (rectangle) wotidorder line, having the name of the
trap written at the polygon’s border in small lesteThe polygon with dashed border
outside the subprocess represents a trivial trap.
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Global behaviour
The global behaviour of a partition of a processés up on top of the established
subprocess structures. See figure 4.

trap2

subProc1

Y

trap3

Figure 4, Global Behaviour

Every ‘state’ in the global behaviour figure shoainove represents a subprocess from
the same partition as illustrated in figure 3. Ttensition edge’ represents a between
trap as defined in Paradigm. A connecting traplmatrivial, which indicates globally the
status of the subprocess remains unchanged. Thpittag global behaviour will be used
in the managing behaviour illustration subjectingconsistency rules. It is the way how
manager process manages its employees by congralheir progress only when
necessary without interfering in the detailed batas. A global behaviour takes place
on the basis of a particular partition containingr@up of subprocesses.

Manager and employee

Managers and employees are interrelated and the wiaich manager processs in
directly determines the state that an employeebean.
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Manager process

transition1 transition 2
State1 ol

transition3

Employee process

trap2 ___ subProc3

subProc?2

trap3

Figure 5,Manager and Employee Processes

As it is shown in figure 5, the visual represemtatior a managing process is presented.
The figure shown maps the manager process and rtigogee process; the global
variation of an employee process is mapped belomaaager’s local process, according
to the running sequence. | have synchronised th@oyee’s global process in the same
manner simulating the manager process, in this wdave kept the behavioural
consistency between managers and employees. Wheanahager moves forward to the
next state, it will check the employees’ currenatiss, and adjust the employees’
subprocess into the specified one as mapped irdighee. For instance, in figure 11,
before the manager moves from state 1 to statewd|l icheck the employee’s status, if
the employee process currently resides in subpsateand has reached trap 1, it will be
able to enter state 2 by adjusting the employettis to subprocess 2 as well. If the
employee has not entered trapl, the manager canootéed to its next state, as it will
need to wait for the employee to reach the conngdtiap (trapl) of subprocess 1 and
subprocess 2 of employee process. The global ppaiess the dynamics of the validity
of constraints. Manager process mirrors this by pmapas detailed process, but it also
mirrors it for other global processes.

The visual representation then provides, per marstgée, the current coordination of its
employee’s subprocess, one for each employee.
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Moreover, as we have a manager that manages s@egt@ipating STDs (employees),
the manager process manages their employee precéssthe interface of employees,
which in the course of time shows the global betwang of the employees.

3.1.8 Consistency rules

Consistency rules are specified along with everynhaging figure, controlling and
restricting the behaviour of the coordination betwenanagers and its employees. These
rules specify how the transitions and phase chatajes place. They can look like the
following;
ProcP : state_a — state b *
Procy[PART,| : SubProc; — SubProc|,

Proc(),[PART,] : SubProc, — SubProc/,

Here state & state_b is a ProcP transition, PARTI is a paniid process ProcQi and
SubProci-> SubProc’l is a transition in the global behaviodia a consistency rule, a
combined transition occurs consisting of a stadadition and zero or more subprocess.
In the presence of the consistency rule the pro&ssP is called manager of the
processes. The latter processes are called emplojelerocP. So, an employee has at
least one partition and, therefore, global behaviou

The consistency rules for the manager shown inrdigll would be as follows. The
consistency rules are integrated into the STD efrttanager process. For instance, the
coordination when manager moves from statel te fatan be equally explained in the
consistency rule as shown below.

Manager(process): state 21 state 2
trapl
Employee 1[partition 1]: subprocess-1 subprocess 2

3.2 UML

Starting in the late 1980s various individuals awndftware development communities
developed their own graphics-based methods forctbjgented analysis and design. In
the mid 1990s Grady Booch, Jim Rumbaugh, and laaoldson merged their slightly
different approaches into a common Unified Modegllibanguage (UML). The UML

standardization process is managed by the Objectaljament Group (OMG). It is
standard practice in the computer industry to presanalysis, design, and
implementation models of a system, using the UMincwn visual notations. UML has
offered different views of a system, including ftinnality view, scenario-oriented, local
behaviour and activity diagrams.

In the initial stages Socca and OMT was used ttRaradigm models. UML prior to
2.0 was not really suitable for this. After the neersion 2.0 UML is quite suitable for
building Paradigm models.
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Normally the UML and other system specificationgaages provide different views and

perspectives in representing an object, which entlid system developers a full-package
of the internal design of the system. However tas sometimes cause confusion
especially when you want to develop the relatiopshand connections between the
different views. The behavioural consistency betwd® various components of a UML

model still remains an open issue [2]. In the failog chapter | will use some concepts
of UML together with Paradigm to model a biologigabcess and its behaviour and
show how Paradigm can provide the behavioural stersty between the different views

which UML is lacking.

UML has successfully been applied in modelling dgital processes and is starting to
be used to a limited extent within the biology coomity. The Systems Biology Markup

Language (SBML) specification documents use manyLUNagrams to formalize the

SBML data structures. [1].That level of experieem be taken together with Paradigm
therefore; | used some UML diagrams along with &gra notations. This approach

offered greater potential modelling flexibility angbwer because of its use of the
different concepts of UML, Object Orientation arar&ligm together.

UML notations: Basic UML notations used is the following type fagure. | used
Rational Rose for building the following UML diagna Rational Rose is standard
software used by Computer Scientists to build systeodels. The diagram shown is a
Collaboration diagram representing the collaboralietween two entities.

- -~
- -~
- ~

-
~ -
~—a_ -

Figure 6, Collaboration diagram

3.3 GenMAPP

Along with UML based software | will also make usiea program called GenMAPP to
visualize Paradigm’s concepts. This is for the psgoof experimenting with biological
software to see if Paradigm concepts can be applimtessfully in such biological
software and to research if this software can bdersbed to a dynamic software system
visualizing Paradigm notations. GenMAPP is an acadgly based organization that
develops and supports GenMAPP (Gene Map Annotator Rathway Profiler), a
computer application designed to visualize geneaesgion data on maps representing
biological pathways and groupings of genes [4is Ktandard software used by biologists
to represent biological pathways. The following gieans in this chapter have been
developed in GenMAPP.
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transc riptioh
A translation
BEa ey —@ _{ Protein

Figure 7, STD using GenMAPP

GenMAPP diagram types:
Process; | will represent a process state in amh stvape in this thesis with a capital
naming. Actions and their labels are representedniall letters, such as in figure 7

above.
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4 Basic Biological terms

In this chapter | will explain some basic bioloditarms used in this thesis so that the
biological examples used for modelling will be caetpendible to people with limited
biological knowledge. Starting from the very basi¢Biology, | will gradually explain

in more detail the structural details of the badements. Before giving definitions each
time, | will explain about the biological terms dsén this way | hope the terms used will
be easier to understand.

4.1 Cell

41.1 Cell Basics

Biologists call living things organisms. Organisrase mostly very complicated and
highly organised, consisting of very small entittedled cells. Cells are the fundamental
units of life and all living creatures consist @lls. Cells contain very intricate internal
structures each having their own specific functanpurpose. There are two primary
types of cells; the Eukaryotic cell and the Prokéry cell. Cells that contain a true
nucleus are called Eukaryotic cells and thosedbatot contain a true nucleus are called
Prokaryotic cells. A cell nucleus contains varimrganelles. Organelles are one of the
intricate structures found in cells and can be seergans within the cell performing
certain functions and having a specific purposdlsGeeed energy to survive like all
living things. Therefore they can extract energyrirtheir environment which they use to
maintain their structures. That energy can be @driin two ways according to the
organism. Chloroplasts and mitochondrion are twieidint types of organelles found in
cells which are able to produce such energy. Chlasts are found in plant cells and
they are responsible for converting sunlight intoergy for the plants. Similarly
mitochondria are found in animals and they alsovige energy to the cells. Here are a
few definitions about cells.

Cell: All living organisms are built up from cells. Celare organised in tissues and
organs. Cells consist of cytoplasm, a cell membeartkorganelles.

Cell nucleus The organelle found in most Eukaryotes. The critleus contains
organelles and chromatin (consisting of DNA andtgins). What exactly chromatin is
will be explained later, for now it can be seencastaining the genetic material of the
cell.

Prokaryotes: Cellular organisms without a true nucleus, the@nefic material floats in
the cytoplasm.

Eukaryotes: Cellular organisms with a nucleus. The Eukaryotemmrise: animals,
plants, and fungi.

4.1.2 Cell Detail

Cells do not only perform external functions susteatracting energy from their
environment but perform various other internal psgful functions as well. The most
unique thing about living organisms is their alitio reproduce and replicate. They can
reproduce and replicate almost perfect copiesahtielves. Cells can replicate not just
once or twice but for thousands of generationstepooduce and replicate the genetic
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information present in the cell has to be transditFor this purpose cells have various
organelles within them that help fulfil these taskise process of cell reproduction has
three major parts. The first part of cell reprottuctinvolves the replication of the
parental cell's DNA. The second major issue issdparation of the duplicated DNA into
two equally sized groups of chromosomes. The tmiagbr aspect of cell reproduction is
the physical division of entire cells. The purpasel functions of the DNA and
chromosomes is explained below.

Deoxyribonucleic acid (DNA) is found in the nucleasd it contains the genetic
instructions used in the development and functigrof all known living organisms.
Genetic information contained in the cell is enabde the form of DNA. All cells
contain DNA as their genetic material. DNA can bersas the vast chemical information
database that carries the complete set of insbnfor constructing other components of
cells, such as proteins and RNA cells. Proteins em®ential parts of organisms and
participate in every process within cells such @ adhesion and the cell cycle. Many
proteins are biological catalysts that speed ugHhsmical reactions and are vital to
metabolism. RNA stands for Ribonucleic acid. Ityslan essential role in the process of
making proteins in the cell. Another form of RNAMERRNA. MRNA is RNA that carries
information from DNA during transcription to thegbein to undergo translation and
create a gene product.

A gene can be defined as a region of DNA that adsit&x hereditary characteristic. Genes
are the working subunits of DNA; they contain iostions for creating proteins and
RNA cells. Within cells, DNA is organized into sttures called chromosomes. These
chromosomes are duplicated before cells dividea iprocess called DNA replication.
Chromosomes are organized structures of DNA andeim that are found in cells.
Chromosomes are vital for the health and growtthefcell. In resting state when cells
are not dividing or reproducing, cells have chramathich is made up of DNA, RNA
and nuclear proteins. Once a cell divides the Chtonmbecomes very compact and you
see the chromosomes. Chromosomes also contain @NAebproteins, which serve to
package the DNA and control its functions. All gpenetic information contained in the
cell is encoded in the DNA which contains all thetructions for cell reproduction and
replication and all this genetic information isrst in the Chromosomes.

DNA: Vast chemical information database that carriesctimplete set of instructions for
making all the proteins a cell will ever read. Téésstructions comprise the nucleotides
A, G, C and T, adenine, cytosine, thymidine andgjna.

Proteins: Any chain of amino acids. A gene’s DNA sequenceasverted into mRNA
which is translated into a protein. That proteinfisther used to perform certain
biological functions.

Chromatin: The complex of DNA and proteins that build upahbsomes.
Chromosomes Carry all the information used to help a cellwyahrive and reproduce.
Chromosomes are made of DNA.

Gene Working subunits of DNA. Contain instructions,uafly coding for a particular
process.
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4.2 Expression

Proteins are needed for energy transfer and fdogmeing the organic reactions. These
proteins are produced from genes in the cell. Tdewstand the working of a gene it is
expressed so that its instructions can be readvbigh are needed for performing the
reactions. Expression therefore, is the proces®wverting a gene’s DNA sequence into
the structures and functions of a cell. During tieas of the cell, the genes within it are
expressed. The following definition is taken fraikipedia; ” Gene expression, or
simply expression, is the process by which thentdigde information which comprises a
gene, such as the DNA sequence, is made manifest pisysical and biologically
functional gene product, such as protein or RNA&ene that is expressed can be used
to give the cell control and structure or it caeewave effect on its functions. Therefore
this is an important process within the cell.

Expression: Process by which a gene’s DNA sequence is corvénte the structures
and functions of a cell

The process of expression is carried out in twgedaln the first stage the DNA is
transformed into RNA. That process is called Trapson. In the second process the
RNA is transformed into a protein, this processabed Translation. That protein can be
used in some biological function. The followingurg visualises this process.

Transcription

=

RNA
DNA

Translation

Biological
Function profein

=)

Figure 8, Process of gene expression

4.3 Catalysts

The reaction that | have modelled in chapter Shene a catalyst (enzyme) is involved in
speeding up a reaction. A catalyst is a substamgehvspeeds up reactions without itself
being changed or consumed in the process. Enzyradsaogical catalysts.

Catalyst: Substance that increases the rate of a chemeadtion without being
consumed in the process. For a reaction to tale pthe reactants must possess a certain
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amount of energy called the transition state atctvithey have enough energy to react
with each other and form compounds. The energygfation is therefore the amount of

energy required to bring the reactants to thatlle¥¢ransition at which they can react

with each other to form compounds. Catalysts comiiansiently with the reactants to

produce a transition state having a lower energgctivation than the transition state of
the uncatalyzed reaction. Therefore they acceldhmechemical reactions by lowering

their energy of activation. When the reaction paduare formed, the free catalyst is
regenerated.

Enzyme: Biological catalystmainly they are protein&nzymes are highly specific for a
particular reaction. Purpose is to allow the celtarry out reactions very quickly. They
are made up of amino acids which are proteins @sdgs an enormous catalytic power.
Their most specific attribute is that they act oofycertain amount of substrates and only
a single type of reaction takes place without sedetions or by products.

A series of enzymatic reactions is known as a payhwhe reactant that gets consumed
in the reaction is called a substrate and the mioduvhat is produced as the outcome of
the reaction. These terms and the ones mentiomttefuare not explicitly used but they
will help in understanding the biological processhapter 5.

4.4 Biological terminology

Coenzyme:They enhance the activity of an enzyme

Substrate {( reactant) Gets consumed in a reaction.

Product: Produced by a reaction, for example;

H +02 - H20

(Hydrogen) + (Oxygeny>» Water

Pathway: An ordered sequence of proteins and substratesalSarbe;
* A series of biochemical reactions

* An evolutionary process

* A biological system (living cell)

* A biochemical network/gap

Figure 9 clarifies what a pathway is. In the figerezyme A and enzyme B are involved
in a certain reaction. If we start reading fromyene A then 1, 2 and 3 are first united.
After the reaction, 3 gets separated and 1, 2edite Similarly 1 and 2 further react with
enzyme B where they both are separated. This beabgathway can be read starting
from enzyme B in the same way as starting from erep.
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Pathway = A series of Enzymatic Reactions

(c} Jacgues van Helden, David Gilberrand A C. Tan, 2003 w

Figure 9, Biological pathway [6]

Biochemical reactions are classified accordingh® EC classification. EC stands for
Enzyme Commission which is a standard used toitfamszymes according to the type
of reaction catalyzed. Four numbers are used tmtdetihe type of reaction for e.g.
2.7.3.2. The first digit stands for the class nathe,second for the subclass, third for the
sub-subclass and the last one designates the enBauk reaction type therefore has a
unique code and the type of reaction can be deduecedits E.C. number.

EC Classification (EC): Classified according to Enzyme Nomenclature (IUBMB)
according to six major biochemical reactioBE classification is denoted in four figures
(EC X.X.X.X), according to the reaction taking pac

Although this is not directly a part of Biology har more of biochemistry but | would
like to name two chemical elements here; ATP andPADhey are used in the
biochemical reaction in chapter 5, so it's usefukhow more about them. ATP stands
for adenosine triphosphate (ATP). ATP is the cawfechemical energy in cells of all
living things. When ATP transfers its energy toesthells it becomes adenosine
diphosphate (ADP). ADP is the energy less form ®PAbut if it regains energy again in
some form it can become ATP again.
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5 Results
5.1 Bio-Paradigm

5.1.1 Introduction

In biological systems the interesting and importaspects are the interactions between
their components. Such components exist at diffedemels of description and
understanding such as cells, genes, genetic netywor&lecules, tissues and others. To
understand biology at the system level, both sttt dynamics of the entire composite
structure have to be investigated. This has todme dh terms of the various components
across the relevant levels, rather than in termstatic or dynamic characteristics of
individual components or at just one descriptiovele Properties of systems, such as
their behaviour are an important aspect, and utalesg these properties could have an
impact on the future study of biomedical researtitreasingly, there is a strong
understanding by biologists that the behaviourrofraividual component in a system is
determined by its internal characteristics suchsastate, its location and its relationships
with other components in its environment. Thereeasnmunication and collaboration
between all these entitieBhe important part in each system is thereforedemtify the
components and the levels to be modelled and égiiate their separate descriptions on
the basis of their interactions in a consistent mean This then should result in a
structural as well as behavioural description @f ivlogical system as a whole. On the
basis of such consistent integration across thewsitevels, of behaviour and interaction
in particular, one can understand its overall be&hav This requires suitable modelling
of the relevant behaviours and most importantlgrictions.

Researchers in Bioinformatics and Systems Biology iacreasingly using computer
models and simulations to understand complex irdad intra-cellular processes. The
Systems Biology community is looking at alternatimeethods for modelling and
simulating cellular and biological processes tham dnes traditionally used. Traditional
methods used lack the techniques for modellingdghamic behaviour of systems. They
start directly from mathematical models rather tmaodelling at a more global level.
These methods still lack the interactions dynamit®y do not offer a way of modelling
the behaviour and the coordination between theemystconsistently. Lately there has
been a strong realisation by the Systems Biologgnaanity for a method which can not
only model the structure but also the behaviouthefsystem. Therefore there is a huge
demand for a dynamic modelling technique.

This chapter will explore how Paradigm can offemare dynamic approach towards
biological systems modelling and what role it copldy. Paradigm is a behavioural
coordination language introducing phase dynamitoprof detailed behaviour. Paradigm
is been developed at the Leiden Institute of Adedn€omputer Science, for more
detailed explanation about Paradigm see chapty 8sing Paradigm research could be
done on how Paradigm can offer a more dynamic a@grand how it can help in

eliminating the above mentioned problems.

Any model or simulation of a molecule can be of whfferent types of architectures. The
first is the top-down containment structure. Staytirom the top such as a membrane,
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you go down to different types of organelles, the bottom to the functions they

perform. In this way the entire architecture of tmelecule is modelled. The other

approach is the bottom-up approach. With the bottprapproach the dynamic reactions
between molecules, and the rules and parametdrddhae these reactions are modelled.
| will use the bottom up approach here, startimgrfithe interactions between molecules |
will move to a higher level where the global beloaviof an entire reaction is modelled.
Paradigm will be used in modelling the behavioubmfiogical reactions, starting from

interactions between the entities to global behagicof these entities across various
levels of descriptions and interactions. The bottopnapproach is more suitable for
modelling using Paradigm as the coordination lagguasince it can be applied in

modelling the dynamic reactions between individewatities. Starting from the bottom,

moving up to the top, the behaviour of the varioamponents across various levels of
description and interaction can be modelled udieghiottom up approach. Therefore the
bottom up approach is more suitable and has beggiedpn the models.

| will start with diagrammatic representations @fry small entities such as a molecule
and gradually add more detail. In this way | whiosv how it is possible to arrive at a
complete biological reaction such as the bindingtvad molecules to form a bigger
molecule. Based on this, the interactions of théemdes with other molecules in their
environments and their global behaviours will bedelted. In the examples in this
chapter | will present such a system whose behawan be specified in such a way. In
the first example | will use an example of a moledw explain the use of Paradigm in
modelling biological processes, in the same way itha applied in modelling software
components. After that | will move on to a more gbex reaction which is a biochemical
reaction. In the biochemical reaction a proteirs &g a catalyst in speeding up the entire
reaction. The interactions between the proteintardther compounds will be modelled
at an individual level of description and at a glblevel of behaviour.

There is no standard software system yet to visadtiaradigm notations therefore it was
researched in the initial phase which softwareesysis suitable for building models
using Paradigm notations. GenMAPP and Rational Rasebe used to model the state
transition diagrams. This was done in the initiaage to get familiar with these software
systems so that it could be researched if they marextended to dynamic software
visualising Paradigm notations. | did not use thesfevare systems later on to model the
STD’s in this chapter; however it has been founttbat it is possible to extend these
software systems into dynamic systems. Although ghoject is to employ Paradigm’s
methods to present the system behaviour specditatiand coordination between
relevant components, UML notions still can be olphfer us to understand the overall
concept of the system activities. This approaclelielbe will offer greater potential
modelling flexibility and power. The software dempiment community has been using
concepts from UML to build complex systems, andt tlevel of complexity and
experience can be used in systems found in bioldlL is starting to be used to a
limited extent within the biology community. Theoe¢ two types of UML diagrams
have been used; the collaboration diagram anddinétg diagram. The activity diagram
is quite similar to Paradigm’s concept of globah&&our diagram therefore it has been
used to model the global behaviours of entities.
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5.1.2 Process Description: Molecular adhesion

The first example which has been modelled is tmelihg of two molecules which is

called molecular adhesion in biological terms. Malar adhesion is the binding of a
molecule to another molecule to form a bigger madkcMolecular adhesion is regulated
by specific adhesion molecules that interact witllaoules on the opposing molecule or
surface. The molecular binding can only take pl&the molecules are in a particular
range of each other. The molecule is first a stamiity, only when it starts moving in

search of another molecule to bind with, a dynapnacess is initiated. This relationship
of the molecule binding with another molecule Wi explored in detail in the models to
come. The relationship of the molecule binding wother molecules will illustrate the

role of UML in modelling biological processes andwh Paradigm’s concepts can
contribute to a better understanding.
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Figure 10, Collaboration diagram of two moleculesallaborating with each other

The collaboration between two molecules A and Bmisdelled in figure 10. Both
molecule A and B are two components communicatiitg each other. When molecule
A and molecule B are close enough the two molecnlksind or unite to form a single
molecule and a weak bond will be established betvilee two. The molecules have to be
in a certain range of each other for binding tetplace.

5.1.3 STD and subprocesses

Now if I model this process of binding in more detssing a state transition diagram as
in figure 11, all the states the molecules mightspthrough during binding would be
clear.
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NearEnough

Figure 11, STD Molecule

STD analysis:
Far:
This is the initial state. The molecules are tacefaart to bind with each other.

ABitNear:

In this state the molecules are a bit near towasdh other, but still not in each other’s
range.

NearEnough:
The molecules are close in each other’s range molbanding could be initiated.

Ready:
At this stage the molecules are ready to bind aedeady to initiate the binding process.

Binding:
The binding has been initiated and the moleculedarding with each other.

Union:

This is the final state, the binding has now beealied and the molecules have united
to form a bigger molecule.

STD Description:

In the first state the molecules dfar therefore nothing happens. When the molecules
start moving towards each other, some kind of etitva takes place and the molecules
now enter the statABitNear Here the molecules are advancing towards eaddr bt
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are not within each other’s range yet. The molecikep on moving towards each other
and once they are close enough they enter the NedeEnoughwhere they become
ready for binding and the binding could be initthtAt this stage the molecules move on
to stateReadyand the molecules start interacting between ettedr.oThis is the start of
the binding process and the molecules now entestideBinding When the binding
succeeds there is union of these two moleculegtamdunite to form a single molecule
in the final statelynion).

This above mentioned scenario takes place if theibg succeeds. There are different
stages from where the molecule retreats if somgtpoes wrong in the binding process.
From the staté\BitNearthe molecule can retreat to st&tar. This happens when the
molecule observes that the other molecule is netright one for binding or if the
binding did not succeed. Similarly from the stdtearEnoughthe molecule retreats to
state ABitNear if it had been waiting for too long for the otheolecule to reach this
state. From statReadythe molecule can retreat to st#BitNearif it again had been
waiting for too long for the other molecule to geady or if something else went wrong
in the binding process.

This state transition diagram has six subprocessgesenting six phases within the
binding process. A subprocess temporarily restribs complete behaviour; it is a
(behavioural) part of the process. It can alsodemss a phase in the complete behaviour
and during this phase the basic tasks to be peefbiame restricted to certain situations or
subset of transitions. The subprocess explainsmihi@ process in more detail with the
help of the different subprocesses that take pleltiée the main process happens. The
main subprocesses for figure 11 are shown in thewng diagrams.

Subprocesses

NearEnough Ready

almostReady

nolnteraction

retreat

Figure 12, NonlInteracting

NearEnough Ready

unsuccesfull

retreat

Figure 13, Retreat
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ABitNear

NearEnough Ready

noProgress progress

Figure 14, Intercept

ABitNear etrea anticipate Ready

unsuccessfull readyTolnteract

trivial

Figure 15, TowardsInteraction

Binding

interactionStarted

Figure 16, Binding

Binding

interactionFinalised

Figure 17, Union

The Molecule STD can be divided into one partitidfaleculeBindingthe subprocesses
are shown as in figure 12-17. Six subprocessesdargified, NonInteracting, Retreat,
Intercept, Towardsinteraction, Bindinggnd Union representing six phases of the
molecule binding procesbloninteractingindicates currently the molecule has not started
interacting with any other molecule; the molecwdepreparing itself for the interaction.
The molecule can proceed to prepare itself for ititeraction and enter the trap
almostReadybut it cannot enter the staReadyin this subprocess. From this subprocess
the molecule can move on to the subprodesgardsinteractiorvia the trapalmostReady
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if it succeeds in preparing itself for the bindiff.the molecule does not succeed in
preparing itself for the binding there are two sulgesses for this situatiolmterceptand
Retreat The molecule enters the subprockdsrceptvia the trapnolnteractionwhen it
does not enter the required trap in time aknostReadyand is delaying the binding
process. When the molecule is in the subprotetesceptthe molecule is interrupted
from preceding any further, the state of the mdkecsi checked via this subprocess and
the molecule can move on to the subprodesgardsinteractiorvia the trapprogressif it
was in the required statdBléarEnough or remain in tramoProgressrom where it will
retreat to the subprocedsoninteracting The molecule can also move from the
subprocessNonlinteracting directly to the subprocesRetreat. This happens if the
molecule had entered the trajpnostReadyut the other molecule did not enter this trap.
Retreatis the phase of unsuccessful interaction, the outgeretreats via this subprocess.
When the molecule has entered the subproGesgrdsinteractionthe molecule will
have two choices either to retreat or proceed thighbinding process choosing which by
entering either trapinsuccessfulbr readyTolnteract Subsequently these two traps will
lead the molecule to the subprocdseninteracting or Binding. In the subprocess
TowardsInteractionif the molecule had entered the tragadyTolnteractbut has to
retreat because the other molecule did not entertrdp it can do so via the tragvial.

In the subprocesBinding the molecule proceeds with finalising the bindprgcess by
entering the subprocekmion.

5.1.3.1 Sequenced STD

To make the process explained in the previous@ectear, in figure 18 | have modelled
all these transitions of the molecules accordinghte different subproccesses that take
place in sequence for the partitidvioleculeBinding The order of the subprocesses
shown in figure 18 reflects the sequence in whioh molecule will move from one
subproccess to the other. The first subprot&ssnteractingis the one that takes place
when the molecules are preparing themselves foriteaction. The molecule can
retreat to the subproced$oninteractingvia the trapnoProgressof the subprocess
Intercept trap unsuccessfulbf the subprocesRetreator the trapunsuccessfulbf the
subprocessTowardsInteraction The molecule can retreat indirectly towards the
subprocesdloninteractingwhen it first enters the subprocd’streatvia the traptrivial

of subprocessTowardsinteractionand then retreat via the tramsuccessfullof the
subproces&etreatto Nonlnteracting The subprocessmtercepthas been made to check
the status of the molecule and to make it proceaduds the right direction. The third
subproces&etreathas been made for the unsuccessful finish of ubprecesses. If both
the molecules succeed in the subprodéssinteractingthey move on to the subprocess
Towardsinteraction but if the molecules do not succeed in this sobgss, the
subproces&etreator Interceptis entered. If the molecule is delaying the bigditwill
enter the subprocessterceptvia the trapnolnteractionwhere its state will be checked.
If it had entered the statéearEnought will be made to move on to the the subprocess
Towardsinteractionwhere it will directly enter the trapeadyTolnteractelse it retreats
via the trapnoProgressto the subproceslloninteracting The choice of making the
molecule enter the tragadyTolnteracdirectly fromprogressis to increase the chances
of the successful completion of the binding procelSer further increase in the
probability of the successful completion of theienbinding process the other molecule
which had entered trapimostReadycould also be made to proceed via subprocess
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Interceptto TowardsInteractionwhere it will move directly to trapeadyTolnteracvia
trap progress | did not choose to model it this way since Inthithis will force the
molecule to go into a particular direction. The emnlle will not have much freedom in
its movement. This in my view makes the process tgmamic and restricts the process.
The molecule can also move from the subproddssinteracting directly to the
subproces®Retreat. This happens if the molecule had entered the atastReadyput
the other molecule did not enter this subprocess) here the molecule retreats via the
trap unsuccessfull to the subprocess Noninteracting In the subprocess
Towardslnteractionf the molecule enters the trapsuccessfulit will retreat directly to
the subproceshloninteractingelse it moves on t8inding via trapreadyTolnteractin
the subproces$owardsinteractionf the molecule had entered the tre@adyTolnteract
but has to retreat because the other molecule atigmter this trap it can do so via the
trap trivial where it will enter the subproceBetreat From the subprocedetreatthe
molecule will retreat tdNonInteractingvia trapunsuccessfullln the subproces8inding
the molecule proceeds with finalising the bindimgpgess by entering the subprocess
Union.
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Figure 19, The global process Molecule (MoleculeBiding) at the level of Partition
MoleculeBinding

The global behaviour of the Molecule STD at theeled partitionMoleculeBindingfor
the processmolecule binding’is shown in figure 19. When the molecule is idie,
action is activated. Once the molecule starts ngwirwill advance towards the other
molecule in Nonlinteracting and approach the other molecule for interaction,
Towardsinteraction. Similarly as explained before all the phases [§sotesses) that the
molecule can enter via the connecting traps are/shio the figure. The two dimensional
view of the molecule binding process will make émtire process more clear as shown in
figure 20. The figure shows all the possible corabons of the molecule with the other
molecule via the different subprocesses and thaeximg traps.
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Figure 20, Global behaviours for Molecule A and B &the level of Partition MoleculeBinding

5.1.3.2 Coordination Specification in Paradigm

Figure 10 modelled the collaboration between mdé&éuand molecule B. Now if | add
a third entity into the collaboration such as mgufie 21, whose role is only as a protocol
which will make the collaboration taking place beem the two molecules more clear
and is not a physical entity. That entity | willldde Observer. The Observer is fulfilling
the role of the manager, which will be to coorditite tasks of its employees which are
in this case molecule A and B. Generally speaklgserver will act as an intermediator,
managing all the molecules. The molecules will camicate via the Observer. This
corresponds to the concept of Paradigm where aagess sent by the managing
component, in this case the Observer with the béline subprocesses and feedback is
received via the connecting traps. In figure 22, ain choice is that the Observer is the
overall ‘manager’ of all the molecules. Observeil vanonitor every progress and
coordination taking place in the system. The Obesecan mediate i molecules, meaning
it can mediate more than one molecule at a timeh BEzolecule has a STD as specified in
STD and subprocesses section respectively. Agptbisess is to create a union of two
molecules, which means that the unified moleculddocreated does not exist at the
beginning of this process, thus it is not in thenaging relationship before the process
starts.

The Observer is the one keeping a check on thealby®haviour of the molecules and
allows the molecules to move from one subprocesksdmther via the connecting traps.
The Observer has only been added for modellinggaa® In reality there might not be
such an entity that is keeping a check on the hehawf the molecules, the molecules
themselves might be doing this as shown in theiposvsection. The Observer is not
influencing the behaviour but helps in showing htive overall behaviour of the
molecules is adapting or changing according todifferent states they are in, how the
communication is taking place between the two mdes and how this affects their
global behaviour. This corresponds to what | memein chapter 3 about models that a
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model is used to ‘model’ the reality, it does neally explicitly do this, but implicitly
helps in understanding the reality in a better Wdherefore the model that | propose here
using the Observer might not be an explicit reftectof reality but it helps in
understanding how that reality is taking place.

The idea of Paradigm is to look at the problem®ally, when the manager process, in
this case the Observer waits until an employeergmtdrap: the time for the employee
(molecule A and B) to perform certain functionsheitit the manager knowing exactly
the details how this employee process is exectiadunctions. The Observer just needs
to know that the molecule has finished them, tHissving the Observer to continue this
coordinating task. The role of the different sulmesses introduced in the previous
section will be clearer with the Observer. The @b=ewill make sure that the molecules
are not waiting too long for each other to get yetmlbind and that the right action is
taken when this situation arises. It will preveiiher molecule from delaying the binding

process.
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Figure 21, Collaboration diagram ‘Molecular AdhesiaY’

Move,

Away

noFeedback—] SendRequest

[ foundSometl iTI'ﬂ'-» FoundSomething [finaliseCommunicat rrm}

GoBack

Figure 22, STD Observer

37



STD analysis:

Searching:

This is the first state of the Observer. The Obsema this state is searching for any
molecules that can take part in the binding pracess

SendRequest:
The Observer in this state has sent a requesetmttecule to check its status.

Waiting:
The Observer is now waiting for the molecules tbajgse enough for binding to initiate.

GoBack:
The Observer retreats, the binding failed and thkecules go back to their initial state.

MoveAway:
The Observer moves back and searches somewher®relselecules getting ready, the

molecules retreat.

FoundSomething:
In this state the Observer has found two moledinasare ready to bind and have started
the binding process.

Communicate:
This is the last state of the Observer, here timenconication between the molecules that
were binding gets finalised.

STD Decription:

In the STD Observer seven states have been idaht§earching, SendRequest, Waiting
GoBack, MoveAway, FoundSomethargl CommunicateWith the help of this STD the
communication and particularly the collaboratiortween the two different molecules
will be observed or rather managed by the ObseiMee. first state of the Observer is
Searching where it searches for molecules that can take ipathe binding process.
When both molecules have entered the ahpostReadythe Observer moves to state
Waiting where it waits for both molecules to continue nmgviowards each other and get
ready to bind where they enter the trapdyTolnteract

This happens if the first stage of the processinflihg between the two molecules is
completed successfully. If the first stage is monpleted successfully there are different
states from where the Observer retreats. Thedirstis if one molecule is in the required
trap i.e.almostReadyand the other molecule is not entering this tiegp @bserver will
check the other molecule’s status and enter thte SandRequestlf the delaying
molecule just had entered the stdlearEnoughthe molecules will continue with the
binding process. The Observer will continue and entuv staté/NVaiting. If the molecule
that was interrupted had not entered the $da@Enougtboth the molecules will retreat
and theObserver will move to stat®loveAway The Observer will move back to state
Searchingand continue searching somewhere else.
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If everything did go well and both molecules arérapalmostReadyr if via the
subprocesinterceptthe delaying molecule has also moved on and ehteap
readyTolnteracdirectly, the Observer moves to st#taitingwhere it will wait for both
the molecules to get close enough and ready ta Hibdth the molecules retreat directly
the Observer moves back directly from staitingto stateSearching If one molecule
enters the trapeadyTolnteracbut the other keeps on delaying the binding pmcafser
waiting for some time the Observer will send thedigacknotFoundAnythingAt this
stage the molecules will retreat and the Obsenmmanto stat&oBack The Observer
will move back to stat&earchingand it will continue searching somewhere else for
molecules getting ready to bind. If both molecwdater the trapeadytolnteracthe
Observer moves to stat®@undSomething-rom here on the molecules will finalise the
communication between each other. The binding batvilee two molecules will now be
initiated. The Observer moves to st@@mmunicatand the two molecules finalise the
binding process.

5.1.3.3 Global Behaviour

In the section Sequenced STD’s all the subprocegsesshown sequentially and the
global behaviour of the molecules was shown forpiaition MoleculeBinding Figure

23 shows how the Observer will keep a check betwealecule A and B and shows their
global behaviours. As is clear from the figureshbibie molecules are influencing each
other’s behaviour and the state of one moleculerdenes the final state of the other
molecule.
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C1: Observer: Searching

Molecule A: Nonlnteracting

Molecule B: Nonlnteracting

C2: Observer: SendReq

Molecule A: Intercept

Molecule B: Nonlinteracting

C3: Observer: Searching

Molecule A: Nonlinteracting

Molecule B: Nonlinteracting

C4: Observer: SendReq
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C13: Observer: Waiting GoBack

e
Molecule A: TowardsInteraction unsuccessfull ) Noninteracting
Molecule B: Towardsinteraction trivial ) Retreat

C14: Observer: Waiting GoBack
Molecule A: Towardsinteraction trivial Retreat
Molecule B: Towardsinteraction unsuccessfull Noninteracting

C15: Observer: GoBack Searching
Molecule A: TowardsInteraction unsuccessfull > heracting
Molecule B: Retreat unsuccessfull ) Nonlinteracting

C16: Observer: GoBack » Searching
Molecule A: Retreat unsuccessfull ) Nonlinteracting

Molecule B: TowardsInteraction unsuccessfull > Noetacting

Consistency Rules for figure 23

The consistency rules for figure 23 shows all tligeent states of molecule A together
with the states of molecule B. These rules spduifiyy the transitions and phase changes
take place. Rule C1 is fired if molecule A is detaythe binding process and rule C3 if
molecule B is delaying the binding process. If noale A was ready it continues with the
binding process via rule C2. Rule C11 is fired wihbe binding is getting finalised.
Similarly all the other possible transitions andagh changes for molecule A and B are
shown in the consistency rules.

In the end if everything goes well the binding sexts, the two molecules unite to form a
single molecule. This molecule will have its owrhaeiour different from the previous
molecules within some other biological reactiom &iigher level from the previous single
molecules. In this way you can model the behavadua big system according to all the
different levels. This could give a clear overviewhow the behaviour of the individual
entities like for e.g. molecules is affecting theie global behaviour within some tissue
and how these individual molecules are interaatitgin their environment.

The Observer checks if the molecule is ready. # omlecule is ready but the other is
not, after waiting for some time the Observer metuthe molecule to stafBitNear It
cannot wait forever for the other molecule to gedy as has been mentioned before.
Therefore it is useful to introduce a time elemerthin the Observer. In that way the
entire process would have to be finished withiredain time limit. Now if | add a timer
to the Observer as in figure 24, it will help in maging the entire process within the
given time interval. This will simplify the procesd binding that was shown in the
previous figures. The role of the timer can be seepnf interrupting the process to make
sure it does not go on forever and neither dodee@p on waiting forever for the
molecules to become ready. From the s&#archingthe Observer starts tiémeOut
After that the process has to stop before the timgnished.
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Figure 26, Global behaviour of molecule A and B fopartition MoleculeBinding
with Timer

The global process of the molecule with the timeula look like figure 25 and figure 26
shows the global behaviour for both molecule A 8ndAs is clear from the figures the
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role of the Observer has been simplified with TireOutstate. In the previous figures if
one molecule had reached the t@mostReadyand the other molecule delayed the
process, the Observer interrupted the delaying cotdewith the subprocedstercept
and forced it to either retreat or move on. Thepsotessinterceptis not needed now
with the TimeOut Now with the help of th&imeOutif both molecules do not reach the
required trapsn time the entire binding process terminateshéf molecules do not enter
the other required traps in time before the timarshes, the entire process will be
stopped and the molecules will retreat via the eating traps. The molecules move on
from the subproceshkloninteractingto Towardsinteractionvia the trapnolnteraction
This is because the Observer has taken an obsenlmwith theTimeOutstate and does
not observe each transition as carefully as bedock lets the molecules move on from
one subprocess to the other more freely. It ismaedunow that in the second subprocess
i.e. TowardsInteractionthe decision to enter tragadyTolnteractor unsuccessfulis
taken in a short period of time. This example shbew a process can be modelled in
different ways, giving different interpretationstbe same process. The global behaviour
of molecule A and B with the timer would be likeetfollowing figure.
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Figure 27, Global behaviour of Molecule A and B wit timer

Consistency Rules:

The consistency rules start froearchingto TimeOutfor the Observer. There are no
subprocess changes for molecule A and B at thgedtaerefore no rules for them have
been created. As the Observer moves filoameOutto Waiting molecule A and B move
from the subproceddoninteractingto TowardsiInteractionThe condition that should be
fulfilled to fire this rule is that molecule A argl should move via the trapolnteraction
from subprocessloninteractingto subproces3owardsinteractionRule C5 shows that
Observer will move on when the molecule is readyited. The rest of the rules are
delegated by the Observer in a similar fashion. THs¢ rules C10 and C11 show the
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retreat of the molecules. The
following:

C1: Observer: Searching
C2: Observer: TimeOut I
Molecule A: Nonlnteracting nolnteraction )
Molecule B: Nonlinteracting nolnteraction )
C3: Observer: TimeOut )
Molecule A: Nonlinteracting
Molecule B: Nonlinteracting almostReady )
C4: Observer: TimeOut )

Molecule A: Nonlnteracting almostReady »

Molecule B: Nonlnteracting >

C5: Observer: Waiting )
Molecule A: TowardsInteraction readyTolnteract
MoleculeB: TowardslInteraction readyTolnteract

C6: Observer: FoundSom

e s
Molecule A: Binding interactionStarted
Molecule B: Binding interactionStarted

C7: Observer: Waiting

Molecule A: Towardsinteraction unsuccessfull R
L
Molecule B: Towardsinteraction unsuccessfull

C8: Observer: Waiting >
Molecule A: Towardsinteraction unsuccessfull )
Molecule B: Towardsinteraction trivial )

C9: Observer: Waiting
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Molecule B: Towardsinteraction unsuccessfull

C10: Observer: MoveBack
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Molecule B: Retreat unsuccessfull )
C11: Observer: MoveBack »
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Molecule B: Towardsinteraction unsuccessfull >

Consistency Rules for figure 27
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5.2 Case study: 2.7.2.11

5.2.1 Process description

In the previous example | modelled the moleculandirig process. In this second
example | will model a more complex example whishof a biochemical reaction (fig
28) where a catalyst is involved in speeding upoghemical reaction. | will apply the

same concepts of Paradigm as | applied in the queviexample to model this
biochemical reaction.

glutamate
ATP

proB gamma-glutarmd kinase | oumeiral

| _
) [expresson}—7_} | 2.7.2.11 |

ADP
gamma-glutammy phosphate

& gene
— S P itne inFeracs

Protein

1512 | EC {reaction) number

compound

Figure 28, Original Biological process [7]

The reaction in figure 28 starts from the gene pmoldch takes part in the process
Expression. The proB gene is transformed duringotibeess Expression into the protein
gamma-glutamyl kinase. This protein catalyzes th&ction 2.7.2.11. In the reaction
2.7.2.11 the substrates glutamate and ATP are foramsd into gamma-glutamyl
phosphate and ADP. The protein produced during €5gmon speeds up this reaction
which acts as a catalyst (enzyme). The catalyslf itemains unchanged in the end and
speeds up the reaction by lowering the activatioargy of the compounds. Once the
activation energy of the compounds is lowered thegd less energy to react therefore
the reaction is speeded up. What a catalyst ist theanumber 2.7.2.11 denotes and what
exactly gene expression is can be read in the ehBgtsic Biological terms.

The unique quality about catalysts i.e. enzymeslired in reactions is that they do not
produce any incomplete or side products. Thereftuwgng the modelling of this reaction

I will assume that this entire biological procebswn in figure 28 will be completed as is
shown in the figure and no incomplete or side potslwill be produced. | will model
this process in two stages. In the first stage Ekpression of the proB gene can be
modelled. The outcome of the process Expressiorpiaein gamma-glutamyl kinase,
will act as a catalyst and will be involved in tleaction 2.7.2.11. In the second stage the
reaction 2.7.2.11 will be modelled. Reaction 2I12has three main compounds i.e. the
catalyst, Glutamate and ATP reacting together twdpce two compounds while the
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catalyst itself remains unchanged. The catalystuta@iate and ATP have their own
unique behaviour; therefore they all will have thevn STD.

To manage the process | will introduce the manddelt. The Cell can be seen as
managing the roles of the protein/catalyst and rdection 2.7.2.11. The Cell is the
manager of the protein/catalyst and the catalyduin is the manager of the reaction
2.7.2.11. Cell is the overall manager of all thetgins/catalysts and it can mediate i
proteins/catalysts at a time. Each catalyst had@ &s is specified in the STD and
subprocesses section to come. The Cell is not wedoin the reaction 2.7.2.11 and
assumes a mere observing role. The Cell lets thelysh manage the entire reaction
2.7.2.11 and only when the catalyst has finishedréaction transforms the catalyst into
the state protein. Cell is managing the role of ¢atalyst which exhibits two different
behaviours. When the catalyst is not acting astalyst it's simply a protein but when
it's involved in speeding up the reaction it gdie tole of a catalyst which will have a
different behaviour from when it's a protein. ThellCcontrols these transitions of the
protein. | will explain this in more detail with éhhelp of the STD and subprocesses
diagrams. This process is to create ADP and ganiatangyl-phosphate, which do not
exist at the beginning of this process, thus itasin the managing relationship before the
process starts.

5.2.2 STD and subprocesses
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Figure 29, Collaboration diagram of the ProCatalystand Cell

The Collaboration between the proB gene which imethas ProCatalyst and Ceédl
shown in figure 29. The name of this collaboratisnExpression and the Cell is
managing the process. The Cell and ProCatalystwarecomponents collaborating with
each other. The STD’s of the Cell and ProCatalytmake their behaviour more clear.

48



Figure 30, STD Cell
STD analysis:

OpenUp:
This is the first state of the cell where it opepsthe gene.

Transcription:
The cell performs transcription on the protein.

CheckProduction:
The cell checks if the transcription has been peréal well and there are no intermediate
or incomplete products.

Translate:

If the right product has been produced the cefidgiates it.

Finalise:

The transformation of the protein is finalised &ne protein is closed.

STD description

The STD of the Celis shown in figure 30 where five stages of the tell’/e been
identified. In the first stage the cell opens up gene, this is done to make it ready for
the transformations. In the second stage the eetbpns transcription; the gene is than
converted into mRNA. After transcription the intexdnate product i.e. mRNA is checked
if it has been transformed properly and is traeslaafterwards. Once translation is
finished the gene is now a protein, therefore ie #nd the Cell finalises this
transformation and closes the protein. All thisasnpleted successfully and there are no
intermediate or side products. As had been merdidiedore we will assume that the
process will be completed successfully, becausi ithe first stage something goes
wrong the entire reaction cannot take place. Wetwanmodel the entire reaction
therefore the first stage of this process shoulddmpleted successfully.
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Figure 31, STD ProCatalyst

STD analysis:
Idle:

In the initial state the gene is idle.

OpenUp:
The gene is now open.

MRNA:
At this state the gene is getting transformed mEBNA.

IntermediateRNA:
The gene is now transformed into an intermediat&@R

Protein:
The intermediate mRNA is now transformed completely a protein.

Catalysing:
This protein when involved in reactions acts aatalgst.

STD description

The Cell modelled in figure 30 physically contréfe transitions shown in figure 31 of
the ProCatalyst. In the first state the gene is idistatddle. After the interference of the
Cell it gets opened up and is prepared for trapgori in stateOpen Once the gene is
opened, the Cell performs transcription on the game it gets transformed intoRNA
which is further transformed into intermediateRNAIn stateIntermediateRNAThis
intermediateRNAIs again changed and translated into a protegtateProtein The Cell
transforms the protein to sta@atalysingwhen glutamate and ATP are near and the
protein which is now a catalyst assumes the rola wfanager. When it withdraws itself
from the reaction the Cell transforms it back te siateProtein (ProCatalyst). When the
protein is participating in the reaction 2.7.2.1tl assumes the stat€atalysing
(ActiveCatalyst) and when it withdraw it assumes #tateProtein The Cell controls
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these transitions of the protein which will be etpéd further with the help of figure 42.
The main subprocesses of the ProCatalyst wouldlikekhe following:

Subprocesses

OpenUp

active

intermediateProduction

Figure 33, PerFormTranscription

intermediate

RNA

changeProduction

Figure 34, Check

intermediate

produceFinalProduct

Figure 35, PerformTranslation

finalise

Figure 36, FinaliseChanging

The ProCatalystSTD has five subprocesses shown in figure 32-36 for the partition
ProduceProtein The subprocesses ardjakeActive, PerformTranscription, Check,
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PerformTranslation, and FinaliseChanging representing five phases of the gene
transformation procesdlakeActiveindicates the gene is made active by the Cell. The
Cell proceeds with transforming the gene in subgsed®erformTranscriptionand
performs transcription on the gene. Here the gaterethe trantermediateProducand

is transformed into intermediate mMRNA. This intedia¢e mMRNA is checked by the Cell
in subproces€heckand made ready to be transformed further. In thal fstages the
intermediate MRNA is transformed completely into peotein in the subprocess
PerformTranslatiorand it enters the trggroduceFinalProductThe transformed protein
can assume two roles, one is of a protein whendlsand not involved in any reactions
and the other is of a catalyst when it's involved reactions in the subprocess
FinaliseChanging This transformation is done in the final trap. fiealise where the
protein can assume these two roles.

The global behaviour of the ProCatalyst is showthefollowing figure.

ProCatalyst:
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ProCatalyst Cell

OpenUp
OpenUp

active

I_+

Transcription

intermediateProduction

H

intermediate

RNA CheckProduction

changeProduction

v

intermediate

produceFinalProduct

[ participat (:ﬂ

_Vﬂliiﬁrﬁm_

finalise

Figure 37, Global Behaviour of the ProCatalyst
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C1: Cell: OpenUp Transcription

—_
ProCatalyst: MakeActive active > PerformTraipton
C2: Cell: Transcription ———————p CheckProduction
ProCatalyst : PerformTranscription intermeamductioq Check
C3: Cell: CheckProduction ) Translate
ProCatalyst : Check changeProducticg Per ion
C4: Cell: Translate ) Finalise

ProCatalyst : PerformTranslation QroduceFinaIProdu$ FinaliseChanging
Consistency Rules for figure 37

In the previous models the Cell has been modelledaetively controlling the
transformations of the gene. Another way of modgllihe reactions would be where the
Cell is just merely observing the transitions af tiene and not actively taking part in the
overall transformation. The protein itself would ibeolved in all the transformations.
The STD of the Cell when it has a mere observirlg would be like the following
figure:

OpenUp [ close

Figure 38, STD Observing Cell

The overall global behaviour of the ProCatalyst lddook like the following, with the
connecting traps representing the transitions:

OpenUP

e

-r:r.rmr-mﬁ» Catalysing

h‘ﬂ naraw 1}

Figure 39, Global Behaviour ProCatalyst

The two different STD’s of the Cell have been mbateto represent two different views
of the same process. This would give the readernslem how two models of the same
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process can give two different interpretations alboeir behaviour. This | hope will lead
to better insights into the behaviour of a process.

— -

T 2721 ~~_
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Figure 40, Collaboration diagram of Glutamate and ATP

The Collaboration between Glutamate and ATP is shawfigure 40. The number
2.7.2.11 denotes the name of the collaboration. AbveCatalyst which was first
ProCatalyst is acting as the manager between thesince its now acting as a catalyst.
The ActiveCatalyst is in fact ProCatalyst but sintsenow acting as a catalyst it has
assumed the role of the manager and is activelgdasart in the reaction.

—_
—_— =
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Figure 41, collaboration diagram of the entire proess

The collaboration of the entire process is showfigare 41. Cell is the manager of the
ProCatalyst/ActiveCatalyst and the ActiveCatalysin turn the manager of Glutamate
and ATP. ProCatalyst and ActiveCatalyst are twesabf a single compound i.e. the
protein. The Cell will control these transitions tife protein from ProCatalyst to
ActiveCatalyst. When the protein is ProCatalysisitacting as a protein. Once it's
transformed into ActiveCatalyst it will assume thale of the catalyst. When the
compounds glutamate and ATP come closer to theiprthe Cell will transform it from
the state ProCatalyst to ActiveCatalyst and oneer¢laction is finalised the protein will
assume the role of ProCatalyst again. These transiare shown in figure 42 where the
Cell is controlling the transitions of the protein.
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LowerActivation
Energy

CheckBinding

Figure 43, STD ActiveCatalyst

STD analysis:
Idle:

The protein is idle in the initial state and has assumed the role of a catalyst yet.

OpenUp:
The protein has now assumed the role of the catahgis opening the substrates.

CheckOpening:
The catalyst checks if the right side of the commbhad been opened.

LowerActivationEnerqy:
The activation energy of the substrate is lowenethk catalyst.

CheckBinding:
The catalyst checks if the compounds have bondsgeply.

Closed:
The catalyst closes the compounds and assumesl¢hefa protein again.
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STD description

The STD of the ActiveCatalyst is shown in figure ZBe ActiveCatalyst has a separate
STD from the ProCatalyst since the ActiveCatalysitmow be involved in catalysing the
reaction and has assumed the role of the catdlist.catalyst acts as a manager and is
responsible for the production of ADP and gammataghyl-phosphate from ATP and
Glutamate in figure 44 and 45. The catalyst costtbé reaction and the amount that is
produced. The catalyst opens up the compound bfprp@ng the actionopen and
entering the stat®penUp Once the compound is open the catalyst checkteeifright
side has been opened by entering the dtiteckOpeninglf the right side of the
compounds has been opened the catalyst lowersctivateon energy of the compounds
so that they can react with each other by movindoothe staté owerActivationEnergy
This is the energy required by the substratesthe.compounds to take part in the
reaction. In this way the reaction is speeded uphleycatalyst. If the right side has not
been opened the catalyst moves back to @paenUpand a new side of the compounds
is opened. From the statewerActivationEnergythe catalyst once again performs a
check if the binding has been successful by mowingtateCheckbinding Here once
again if the compounds do not bind properly thealyat moves back to state
LowerActivationEnergyand a new attempt is made to make the bindingesgéal. The
catalyst closes the final product produced durimg reaction and itself enters the state
Idle in the end.

. Glutamate

. ‘ ‘ P GammaGlutamate
Phosphate

Figure 44, STD Glutamate

Reacting
Glutamate

BindATP

[ Unsuccessiull

STD analysis:

IdleGlutamate:
In the initial stage before the reactions starngaghate is idle.

OpenGlutamate:
In order for the reaction to take place glutamategened.

ReadyTolnteract:
Glutamate becomes ready to participate in the imgact

ReactingGlutamate:
Glutamate now reacts with the other compound.
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BindATP:
Glutamate binds itself with ATP

GammagGlutamatePhosphate:
During the end of the reaction glutamate gets foanged into gamma-glutamate-
phosphate.

Closed:
Once the reaction is finished the new compound gaamma-glutamate-phosphate is
closed.

STD description

Glutamate and ATP are first in an idle state wibhaistion taking place. Once the catalyst
is joined the compounds move frolaie to Openand get ready for the reaction. The
reaction produces the two compounds in a controtteadner. Both Glutamate and ATP

will therefore have their own STD, since they botiange differently during the reaction.

Once glutamate is madeadyTolnteractoy the catalyst it starts moving towards ATP.
The catalyst checks if the right side has been epan this stage, if not glutamate moves
back and a new side is opened. Once the right®debeen opened glutamate moves
from readyTolnteractio reactingGlutamateand starts reacting with ATP. Once it starts
reacting with ATP it now binds itself with ATP amdoves to stat8indATRP. Here again

a check is performed by the catalyst to checkutaghate binds properly with ATP, if not
it moves back to stateadyTolnteracand a new attempt is made for the binding. Once
the binding is successful glutamate enters the §tages of the reaction and glutamate is
transformed into gamma-glutamyl-phosphate. Thelysttainbinds itself from gamma-
glutamyl-phosphate and closes the compound. Thalysatis involved in the entire
reaction; therefore the entire process is complstextessfully. If anything goes wrong
the catalyst takes the right action and makes the#ecompounds move in the right
direction.

Reacting

| [ransiorm | ATP

[ TnsSuccessiul Iq

Figure 45, STD ATP
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STD analysis:
IdleATP:

In the initial stage before the reaction starts AJ Rlle.

OpenATP:
In order for the reaction to take place ATP is ggbn

ReadyTolnteract:
ATP prepares itself to participate in the reaction.

ReactingATP:
ATP now reacts with the other compound.

BindGlutamate:
ATP binds itself with glutamate.

ADP:
During the reaction ATP gets transformed into ADP.

Closed:
Once the reaction is finished the new compoundAZP is closed.

STD description

ATP is transformed in the same way as glutamatiéyctiveCatalyst. Once ATP binds
itself with glutamate it gets transformed into ARRd the catalyst closes it in the end.
The subprocesses of glutamate and ATP would Ide@kthie following:

Subprocesses: Glutamate

Idle
Glutamate

OpenGlutamate

ReadyTolnteract

[ opensur Oq

movingTolnteract

Figure 46, ActiveGlutamate

Idle

Glutamate lewSide | ReadyTolnteract

openNewSide

Figure 47, OpenWrongSide
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BindATP

Reacting

ReadyTolnteract -r:;:roir-ﬂ Glutamate

changing

Figure 48, Reacting

Reacting
Glutamate

ReadyTolnteract [ reacting BindATP

tryAgain

Figure 49, UnsuccessfullBinding

GammaGlutamate
Phosphate

BindATP

finaliseReaction

Figure 50, ReactionComplete

The subprocesses for glutamate in the partifsaduce GammaGlutamyl/ADPare
shown in figures 46-50 where five subprocesse&argified namelyActiveGlutamate
OpenWrongSiddReacting, UnsuccessfullBindisgdReactionComplete
ActiveGlutamatendicates that glutamate is becoming active fotigipating in the
reaction; it can do this by entering the teagtive If the wrong side is opened glutamate
retreats fromActiveGlutamatéo the subproces3penWrongSid&om where it retreats

to the stat®©penGlutamat@and another attempt can be made to open thesidgt From
ActiveGlutamateylutamate can proceed with preparing itself fer tdaction by entering
Reacting From the subproce&®actingglutamate can proceed with finalising the
binding process and enter the subproéasactionCompletdf during binding something
goes wrong like glutamate not being able to bir@pprly with the other compound it
retreats fromReactingto UnsuccessfullBindingn the subproceddnsuccessfullBinding
glutamate enters the tréqyAgainand retreats to staReactingGlutamaten the
subproces&eactionComplet&amma-Glutamyl-Phosphate is produced from glutamat
and the reaction is completed by entering the firegiseReaction.
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OpenWrong

. e angi ReactionComplete #

Unsuccessfull
Binding

Figure 51, Global process Glutamate for partition poduce GammaGlutamyl/ADP

The global behaviour of Glutamate STD at the lev#dl partition ‘produce
GammaGlutamyl/ADPis shown in figure 51. When glutamate is idle, ratica is
activated. Once glutamate starts moving it will agse towards ATP in
ActiveGlutamateand approach ATP for interaction, Reacting. Similarly as explained
before all the phases (subprocesses) that glutaraatenter via the connecting traps are
shown in the figure.

Subprocesses: ATP

ReadyTolnteract

movingTolnteractATP

openNewSide | ReadyTolnteract

openNewSideATP
Figure 53, OpenWrongSideATP
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Reacting
ATP

nsuccessfull | BindGlutamate

ReadyTolnteract — reacting

tryAgainATP

Figure 54, UnsuccessfullBindingATP

Reacting ) BindGlutamate

changingATP

finaliseReactionATP

Figure 56, ReactionCompleteATP

The subprocesses for ATP are shown in figures 5@4%&e five subprocesses are
identified for the partition ‘produce GammaGlutaydP’ namely;ActiveATR
OpenWrongSideATRJnsuccessfullBindingAT ReactingATRPand
ReactionCompleteATRActiveATPindicates that ATP is becoming active for
participating in the reaction; it can do this byezing the tramactive If the wrong side is
opened ATP retreats froictive ATPto the subproces3penWrongSideAT#om where
it retreats to the stat@penATPand another attempt can be made to open thegiidgt
FromActiveATPATP can proceed with preparing itself for the teacby entering
ReactingATPFrom the subproces&eactingATRt can enter the final stages of the
reaction by entering the subproc&=sactionCompleteAT®Rhere ADP is produced from
ATP and the reaction is completed by entering thpfinaliseReactionATRf during
binding something goes wrong like ATP not beingeabl bind properly with the other
compound it retreats frolReactingATRo UnsuccessfullBindingATRn the subprocess
UnsuccessfullBindingATRTP enters the trapyAgainand retreats to state
ReactingATP
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OpenWrong
SideATP

ReactionComplete

Unsuccessfull
BindingATP

Figure 57, Global process ATP for partition produceGammaGlutamyl/ADP

The global behaviour of ATP STD at the level of tp@n ‘produce
GammaGlutamyl/ADPis shown in figure 57. ATP proceeds just like ghoéde when it
is idle, no action is activated. Once ATP start/img it will advance towards glutamate
in ActiveATR and approach Glutamate for interactionRi@actingATP. All the phases
that ATP can enter via the connecting traps argshpo the figure.
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5.2.3 Global behaviours

ActiveGlutamate
OpenWrong
SideATP or

OpenWrongSide
OpenWrong

Reacting

. ' ActiveGlutamate
ActiveATP ReactingATP

Unsuccessfull
Binding
Unsuccessfull
BindingATP

Figure 58, Global behaviour Glutamate and ATP at tle level of Partition produce
GammaGlutamyl/ADP

The two dimensional view of the partition producan@naGlutamyl/ADP will make the
entire process more clear as shown in figure 5& figure shows all the possible
combinations of glutamate with ATP via the diffearanbprocesses and the connecting
traps. If the wrong side is opened of ATP and ghatee both retreat back else if the
wrong side of only ATP or Glutamate is opened ohthem retreats and the other waits
for it to proceed further. The catalyst makes sthie entire process is finished
successfully therefore the compound waiting dodshawe to wait for too long for the
other compound to proceed in the right directione Tompound continues waiting for
the other compound and once the right side is apeoth proceed in the right direction.
During binding if one compound fails to bind prdgethe other also automatically fails
to bind properly therefore both will retreat backdanake another attempt to complete
the binding process. The catalyst at this poinesakction and makes sure that the
binding does succeed.
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Idle
Glutamate

OpenGlutamate

ReadyTolnteract [—Teacting

BindATP

ReadyTolnteract |[—Teact

)

Reacting
Glutamate

Glutmate and AT

ReadyTolnteract

OPEANEWSIde | ReadyTolnteract

OpenATP

OpenATP

BindATP

changing

ReadyTolnteract |—react

fryAgain

Reacting
Glutamate

ReadyTolnteract | —Teacting

finaliseReaction

BindGlutamate

=

Reacting
ATP

openNewside |

Reacting

Figure 59, Global behaviour Glutamate and ATP

ActiveCatalyst

ReadyTolnteract

movingTolnteractATf

v
BindGlutamate
7

changingATP

|

v

finaliseReactionATP

®
<

OpenUP

CheckOpeneing

LowerActivation

CheckBinding
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Figure 59 shows the global behaviour of the eméeetion. From this figure the different
states of the ActiveCatalyst and the compoundslaa. As glutamate and ATP move
on ActiveCatalyst checks their states and allovesnttio move from one subprocess to
another via the connecting traps.

Consistency rules

The consistency rules for this reaction would Itik& the following:

C1: Cell: Idle OpenUp
e

C2: Cell: OpenUp > CheckOpening
Glutamate: ActiveGlutamate movingTolntera_cIt ActiveGlutamate
ATP: ActiveATP movingToInteractATE ActiveATP

C3: Observer: CheckOpening LowerActivationEnergy

—_— >
Glutamate: ActiveGlutamate movingTolnte raﬁi eaBting
ATP: ActiveATP movingToInteractATP| ReactingRT

C4: Cell: CheckOpening ) OpenUp

Glutamate: ActiveGlutamate movingTolntera_ci OpenWrongSide

ATP: ActiveATP movingToInteractATﬁ OpenWr@ideATP
C5: Cell: OpenUp ) CheckOpening

Glutamate: OpenWrongSide ogenNewSide' ActiveBnate

ATP: OpenWrongSideATP openNewSideATP > ActiveATP
C6: Cell: CheckOpening —  _» OpenUp

Glutamate: ActiveGlutamate _mmanglum pe®WrongSide
ATP: ActiveATP movingToInteractATB ActiveATP

C7: Cell: OpenUp —  » CheckOpening
Glutamate: OpenWrongSide openNewsSide > ActiveGlutamate
ATP: ActiveATP movingTolnteractATP ActiveATP

e
C8: Cell: CheckOpening OpenUp
e
Glutamate : ActiveGlutamate movingTolnteract ActiveGlutamate
i
ATP: ActiveATP movingTolnteractATP OpenWrond&ATP
C9: Cell: OpenUp CheckOpening
Glutamate: ActiveGlutamate movingTolnteract ActiveGlutamate

ATP: OpenWrongSideATP openNewSideATP ActiTeA
_—

C10:Cell: LowerActivationEnergy ) CheckBinding

Glutamate: Reacting changing Reacting
ATP: ReactingATP changingATP ReactingATP
C11: Cell: CheckBinding Close
T
Glutamate: Reacting changing ReactionComplete
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ATP: ReactingATP changingATP ReactionComp\dte
—_—»

C12: Cell: CheckBinding LowerActivationEnergy
—_—
Glutamate : Reacting changing o UnsuccessfullBinding
>
ATP: ReactingATP changingATP UnsuccessfullBindingATP
_p

C13:Cell:LowerActivationEnergy ) CheckBinding

Glutamate:UnsuccessfullBinding tryAgain Reacting

__ Agah

ATP: UnsuccessfullBindingATP tryAgainATP ) ReagikT P

C14: Cell: Close P idie

Consistency rules for figure 59

The consistency rules for figure 59 shows all tifeeent states of glutamate together
with ATP. These rules specify how the transitionsl @hase changes take place. There
are no subprocess changes for the compounds a&ctiveCatalyst moves from state
Idle to OpenUptherefore no rules for them have been createde R@ is fired if the
wrong side of glutamate is opened and rule C8afwihhong side of ATP is opened. When
glutamate becomes ready it continues with the hipghrocess via rule C7. Rule C11 is
fired when the binding is getting finalised. Rul&SXakes place when the catalyst returns
to its idle state. Similarly all the other possililansitions and phase changes for
glutamate and ATP are shown in the consistencrimethe end if everything goes well
the binding succeeds, glutamate and ATP transfatsmgamma-glutamyl-phosphate and
ADP. These compounds will have their own behavidifferent from the previous
compounds within some other biochemical reaction.
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6 Mozaiek

While working on my thesis | wanted to turn thigject into a PhD research, since | see
many possibilities with Paradigm in the biologi@iald. For this purpose | participated in

the Mozaiek programme, which is a NWO funded redegrant programme. In that

programme those whom are interested in doing a RsBarch can apply for a grant
,which if selected gives you the opportunity to adully funded PhD research. In this

chapter | will write about the proposal that | sutbed. This will also give an idea as to

why | think the use of Paradigm in biological sysgemodelling has great promising

results.

6.1 Research proposal

6.1.1 Introduction

In biological systems the interesting and imporiaspects are the interactions between
their components. Such components exist at diffedenels of description and
understanding such as cells, genes, genetic netwaddls, tissues and others. To
understand Biology at the system level, both sttid dynamics of the entire composite
structure have to be investigated. This has todme dh terms of the various components
across the relevant levels, rather than in termstatic or dynamic characteristics of
individual components or at just one descriptiovele Properties of systems, such as
their behavior are an important aspect, and uralaigig these properties could have an
impact on the future study of biomedical reseaBjh [

The important part in each system is to identifg tomponents and the levels to be
modelled and to integrate their separate descriptim the basis of their interactions in a
consistent manner. This then should result in acairal as well as behavioural
description of the biological system as a whole. e basis of such consistent
integration across the various levels, of behavana interaction in particular, one can
understand its overall behaviour in different cimmiances. This requires suitable
modelling of the relevant behaviours and, most irtgrily, interactions. It’s difficult to
deduce the behaviour of the entities by perforng@rgeriments. Modelling the behaviour
using a modelling language in a structural and migsenal way is a much simpler and
easier solution with promising results. It couldll sgive an overall picture of the
behaviour of the system without having to perfoxperiments.

Some approaches of modelling biological systems lmeed on just mathematical
computer models that use differential equationsntmel the behaviour of the system
Dynamic modelling and analysis techniques do éxustthey are based on mathematical
models of biochemical networks [9]. In various dielresearch is being carried out in the
dynamic modelling techniques. Systems have beeeloj@®d that focus on exhibiting the
behaviour of the entities, e.g. CAFISS. CAFISS uSemplex Adaptive Systems (CAS)
to provide a way of modelling natural systems axiil®t their behaviour [10]. Similar
research in fields such as neural intelligenceeisidp carried out [11]. Statistical models
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are also developed and used for modelling [12]. tAlse systems start directly from
mathematical models rather than modelling at a ngtobal level. These methods still
lack the interactions dynamics. They do not offer avay of modelling the behaviour
and the coordination between the systems consistgntAgent based methods are also
being developed for modelling. Agent based methads based on theoncept of
representing biological systems by a virtual regikc A replicate is defined as a software
system which incorporates a 1:1 mapping of biolalgantities into software agents, with
individual agents having properties similar to #nad the biological entities that they
represent. But this system still uses a formal evatitical model [13].

Rather than directly starting from mathematicsdgmse to start at a more global level.
This, | believe will give the opportunity to expéodifferent non mathematical methods in
the initial stage and focus on the behavioural dyina of the system, since directly
starting from it will not give the opportunity todus on dynamics and coordination. With
differential equation-based methods it is expeeendifficult to model subcellular
processes. Furthermore, in differential equatiosedamodels reuse is complicated when
new details are added to the model [13]. | will ristavith direct diagrammatic
representation of a biological structure such asingple biochemical reaction and a
genetic network. Subsequently, by following sucbcesses and gradually adding more
and more detail | will arrive at a system with stture and behavior that can be executed
and observed on a computer. Later on, the systembea described explicitly by
descending to a level where the application of ghemaatical model is appropriate. For
the understanding of behaviour my approach destie behaviour at a global level, it
is very efficient as other approaches do not pmvitechanisms for the description of
individual characteristics of the entities and thmhaviour. For example (see Figure 60)
it is not possible to model the individual intefaos and binding of the protein in the
reaction (indicated with 2.7.2.11).Therefore thagproaches still do not offer a new way
of modelling the interactions of molecules, genesolecules etc with their environment
[13].

Increasingly, there is a strong understanding fobists that the behaviour of an
individual component in a system is determinedtbyiriternal characteristics such as its
state, its location and its relationships with otbemponents in its environment [14].
There is communication and collaboration betwednthrese entities. To predict the
behavior of such systems and to model it therenieel for a modelling technique which
can model all these characteristics of the entiird show the communication and
collaboration taking placesuch a technique does not exist so far which camodel all
these characteristics. This has provided the foundi@n for the need of a new
approach to understanding complex biological systesn Biologists expect that
building a good dynamic model of biochemical/genetetworks is a key step towards
the development of predictive models for molecwesvhole organisms. Such models
are regarded as the keystones of Systems Bioldwgy @re expected to provide scientific
explanations of the behaviour of biological systemé$ealth and disease and therefore
providing great assistance in fields such as mddecmedicine and personalised
medicine [15].Therefore there is a huge demand for a dynamic modtlang technique
which has not been developed to date
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The Paradigm language can offer a way of modeilegractions in living systems and
provide such a dynamic modelling technique. Paradig a behavioral coordination
language introducing phase dynamic on top of detalbehavior. Paradigm is been
developed at the Leiden Institute of Advanced Camp8cience. | will investigate how
to use Paradigm to model these interactions ingeshrconsistent phase dynamics and
detailed behaviors and develop a system for vigatdin on the basis of graphical
elements [16]. For the zebrafish model, | havedallisecess to spatio-temporal genomic
data that will be used in the case studies [17] [18] for which | will also use existing
collaborations of Liacs with biologists (zebrafistolecular genetics).Paradigm models
can be animated; the interactions can be visualiaesisting a broad range of
bioinformatics researchers to better disseminatgr tideas so as to gain mutual
understanding in commutations.

In this proposal | wish to investigate a method omodelling biological systems in
which | can model the behaviour, communication andcollaboration taking place
between the entities. | wish to investigate the usd# the Paradigm language to model
the interactions and the graphical representation ad animation thereof. In my
opinion this is going to result in new insight leaohg to more and deeper
understanding of the dynamics of a system. In thene once a system for
visualization has been realised | will collaboratewith other biologists to test the
feasibility of the system and to research to whatxéent a Paradigm model has lead
to a new and deeper understanding of these interdons.

6.1.2 Research question(s)

This research will focus on these main questions.

1. To what extent can Paradigm be used to model ihésmctions and how far is it
compatible to modelling biological processes? '8 itot compatible can other
coordination languages be used such as the Uivfestklling Language (UML)?
Can a system be developed to visualize these atiena?

To what extent can a Paradigm model of interactiod visualization lead to a
new and deeper understanding of these interactions?

wn

6.1.3 Method/Approach

1. Paradigm’s compatibility with biological systems:

First it will be investigated to what extent Pagadi is compatible with modelling

interactions. Starting from well described casdalistsi as ground truth, gradually more
complex situations will be addressed. As a stamioigt for my research small biological
processes such as in Figure 63, will be used. ig figure the proB gene is being
expressed into a protein which acts as a catatyshe reaction 2.7.2.11.1 shall try to
model this process using the Paradigm notationthitncase the main interesting part is
the behaviour and the coordination taking placeveen the catalyst and the protein,
since the protein produced during expression ctmtiiee other reaction 2.7.2.11. It
controls the products produced in the reactionthecamount. The exciting part therefore
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is to see how it acts within its environment an@viibe whole behaviour of the system is
derived from the behaviour of these two entitielisTis just a preliminary example to
give an idea about the dynamics of biological psses and to explain the use and role of
Paradigm in modelling such processes. | did notvstie zebra fish model since that
model can be quite complex.

Our case studies will be using data drawn fromziiterafish system. In the past years a
considerable pool of data/networks for zebrafists leen developed within our
collaborations with biologists [18] [19]. This bagimple process is a good starting point
for modelling. Once | am able to model it usingdgm, the next focus will be on more
complex examples. Starting from such simple examftie same process can be applied
to much more complex data such as the zebra fislem@®he zebrafish model is good
for comparison and validation of my Paradigm basedel of the same zebrafish model
A lot of research has been done on the zebranfisttel and results are knowdsing
that as a starting point | could use it for validatng my results. This could give me an
estimate of the validity of Paradigm and how welltican be used for modelling.

For the modelling of the systems | will make useRaftional Rose [20] and BioUML
[24], both are standard software used by compuienssts and biologists. They provide
a static way of visualizing biological systems. illwse Paradigms concepts in these
software systems and try visualizing biologicaltegss. How to make it visually more
dynamic will be the focus of my research in thetrst&p.

In the unlikely case the Paradigm language turns rmi to be sufficient for the
approaches proposed the concepts of phase dynamnidse adapted to modify other
modelling languages such UML. UML and Object orghtapproaches have been
successfully applied as a cell and biochemical ftiaddanguages [21]. However, they
do lack the behavioural dynamics, but a systemdcbalbuilt on top of it which focuses
on the behavioural dynamics and coordination.

glutamate

ATP
. Subsirate | [Substrats |
proB gamma-glutammd kinase L I —
. spmeson—»T} | 2.7.2.141 |
FPronuc a5 | [ Produces
-
ADP
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Figure 60, Expression of proB gene into a protein [7]

2. Software for visualization:
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Once | am able to model complex biological systemmg next focus will be on
developing a system for visualizing this. A lotgrbgrams have been developed which |
can use as a starting point in my projddiese software systems are used by biologists
and their good standard software. Which systernhasbest for my project has yet to be
researched. The following are a few:
-Chilibot: It searches PubMed literature databaseut specific relationships between
proteins, genes, or keywords. The results are metuas a graph. It supports several
different search methods [22].
-BioPAX: It is a common exchange format for biolkoai pathways data [23].
-GenMAPP : An academically based organization tleatelops and supports GenMAPP
(Gene Map Annotator and Pathway Profiler), a compupplication designed to
visualize gene expression data on maps represenittegical pathways and groupings
of genes [4].
-BioUML.: Is a java framework for Systems Biology.imncludes access to databases with
experimental data, tools for formalized descript@nbiological systems structure and
functioning, as well as tools for their visualizatiand simulations [24].
-Chalkboard: A prototype tool for representing atidplaying cell-signaling pathway
knowledge, for carrying out simple qualitative r@agg over these pathways and for
generating quantitative biosimulation code [25].
All these systems can be used in developing a myshat visualizes the dynamic
behavior. These systems provide a static way afaligng biological systems. A more
dynamic model could be built on top of it.

3. Contribution of Paradigm to a deeper and better werdtanding of biological

systems:
For the onset of the project collaboration with lbgists will be established. This
collaboration will be intensified once a systemvualization has been developed (first
year). However, usability and evaluation testingpaiftotypes of the visualization system
will also be done in close collaboration with pdtehusers. This will help to increase the
usefulness of the system for biologists and dgtetdntial flaws. For the purpose of case
studies | will strongly benefit from the existingliaboration of Dr. Ir. F. J. Verbeek with
Prof. Dr. H.P Spaink (Molecular Cell Biology) androR Dr. M.K. Richardson
(Integrative Zoology) with the, Institute of Biolpg(IBL) of the Leiden University.
Existing local resources of micro array data ad imesitu hybridizations of the zebrafish
model will be explored to detail within this collafation. Moreover, research networks
such as ZF-models and Smartmix will be addresséd [2 this matter we will obtain an
idea as to how far Paradigm has lead to a betérdasper understanding of biological
systems

6.1.4 Innovation

A technique for dynamic modelling which can vismalinteractions between the entities
in a biological system does not exist to date. iBmimatics is a multidisciplinary field

involving people of various fields such a mathepsticomputer science and Biology.
Coordination and cooperation between these ress@réd important and is needed in
various projects. | expect a system modelled wahaBigm to be easier to understand
and to comprehend for people in a multidisciplinseyting on the basis of visualizations,
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rendering the relevant dynamics. Paradigm offezerapletely different way to visualize
coordination and behaviour of the components. $titown mathematical specification
of global phase dynamics, defined consistent wikaited behaviour. It uses certain
selected and somewhat adapted UML-like (Unified Bltwlg Language) constructs to
visualize component behaviours, detailed as weljlabal. The key difference between
UML and Paradigm is, where UML'’s specifications lmfhaviour and interaction are
substantially lacking in behavioural consistencgra@igm does offer such consistency.
So the visualizations are based on solid speadiicatand will be more convincing. This
is expected to result in more thorough understan@nd better cooperation between
people of different backgrounds.

Finally such a dynamic modelling technique is expedo provide essential support in
various fields such as molecular Biology or medicisince ideas can be conveyed in a
structured way leading to a better understanding.

6.1.5 Relevance for science, technology or society

| believe my research will provide a better wayuoiderstanding complex interactions
that take place in living systems before any othedelling technique is applied; further
it will assist in predicting the behaviour of indiual entities in living systems such as
cells, genes, and pathways. Finally, graphicalamichation tools will make a significant
contribution in visualizing what happens and howappens; in this manner the problem
can be conveyed more clearly. Well described modedsregarded as the keystones in
Systems Biology. Using the approach that | proposell result in models with well
described behavioural dynamics and therefore thibgwupport scientific explanation and
also provide a better link between model and tleetpre in the biomedical field. My
approach will allow conveying ideas in a structuaad comprehensive manner.
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7 Learning Process

During the course of writing this thesis | learnamy new things. In the first stage | had
to read about Biology to get a basic understandinigow the processes work. Making
the first step on how to combine biological proesssiith Paradigm was complex. |

spent too much time on trying to explore every lefathe biological process, when a
certain molecule opens or how and when it attadiseff to some other molecule etc. |

thought that this could give a clue about how Ildouse Paradigm in modelling its

behaviour. This was not a good idea since the tvieedaviour of the molecules is

known, such detail as when it attaches or whentgxacopens up was not important.

Biologists probably already know this. | neededafuply Paradigm in modelling the

behaviour in such a way that it could give a défdrview on how the process is taking
place and how its overall behaviour is affectedicfeal by the behaviour of other
molecules around its environment. This in my vieaud be where Paradigm could play
its role and show a different way of modelling prsses than what is traditionally used
by systems biologists and Bioinformaticians. Onlgis tvas clear, the combination of
Paradigm to modelling biological processes wadyeanrderstood.

During the second stage of writing this thesis Wwhias when | started with modelling,
the most important thing | learnt was the new ihtsggained during model building.

During the modelling of these processes it happenady times that after a model was
made, a new look or insight into the process wéaseaed. While modelling the overall

global behaviour of a process, new things aboutetsaviour like how it could change in
more different ways or how it could be affected doghe interference of some other
entity used to emerge. This would give me a baitederstanding about the detailed
behaviour, and new processes that were importanhédetailed behaviour. In this way
a more better and detailed model, modelling theabieluir of the entire process was
achieved taking every detail into account.
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8 Discussion and Conclusion

For building any model or simulation of a molectie separate architectures can be
taken into account. The first is the top-down comteent structure — modelling from the
top such as the membranes going to the bottom asiche small molecules. The other
architecture is the bottom-up behaviour — startingn the bottom modelling the dynamic
reactions between molecules, and the rules andne#eas that define these reactions
going to the top to the membranes. UML makes a domehtal distinction between
structural modelling and behavioural modelling ofmputer systems and has been started
to be used to a limited extent by the biologicamoaunity for building biological
systems. The biological community is starting te aencepts from computer science and
biology together for biological systems modellingddas looking at alternative methods
for modelling and simulating molecular and bioladicprocesses than the ones
traditionally used. Traditional methods used latle ttechniques for modelling the
dynamic behaviour of systems. Therefore thereist#él huge need for a dynamic system
which facilitates the modelling of the behaviougmumunication and coordination
between the entities in a system. This thesis tisthottom up approach since it offered
mechanisms to deal with these types of architestwsing Paradigm together with
various concepts from UML.

8.1 Discussion

8.1.1 Paradigm and traditional methods

In Paradigm, reaction modelling is implemented gsmessage passing, the manager and
employees communicate by passing messages whilenghbem one state to the other.
Interactions between biological elements are tloeeefdirected as messages are passed
from one active object to another. This makes #isgale to model very detailed, localized
phenomena in the systems such as a cell, whiclexaremely difficult to capture in a
differential equation representation. Paradigm s#pa behaviour and interaction while
traditional methods do not.

Paradigm together with UML can provide a simplesstike reuse mechanism where the
concepts of classes and inheritance can be uset dfothe biological modelling tools
provide a concept of subclass, or of a multiplictybjects of the same type. This can be
of huge importance when building a simulation a¢ $ystem. The Object Orientation
concepts together with UML make use of classedicséend dynamic instantiation of
objects from classes, subclasses, and multiplidityis concept of classes can be of
importance when building a simulation since ergitean be dynamically reconfigured
(connected to each other, disconnected, and rectathéo other entities). This makes
running and building a simulation a lot easier.

8.1.2 Paradigm’s usability with biological systems

The first step during this research project wasntestigate if Paradigm is usable for
modelling biological systems. For this purposedkied at other behavioural coordination
languages. Having researched about it, | foundtbat UML has been successfully
applied in modelling biological systems. Paradigmery much similar to UML. The key
difference between UML and Paradigm is, where UMipecifications of behaviour and
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interaction are substantially lacking in behavidwansistency, Paradigm does offer such
consistency. Therefore since UML has been sucdéssfoplied, | expected no problem
with Paradigm either and in the worst case coul WSIL as a backup if Paradigm was
not successful. This was not needed in the end dfacadigm proved to be compatible
for modelling, but | did use some concepts of UMIcls as aggregation diagram and
coordination diagram along with Paradigm for greatgential in modelling flexibility.

Modelling systems where only two or three entitege involved with Paradigm was
comparatively simpler than modelling a larger psscevhich involves a multiple of
entities influencing each others behaviour. The mem part was developing the
understanding of the biological process and thigkof all the possible transitions,
communications, coordination and processes. Wittbaukground in biology | did not
know how the entire process is taking place and &owentity is being influenced by the
other. Once some basic understanding of biology gaised this task became a lot
easier.

The binding of the molecule was assumed to be plsiexample but it took a lot of time
getting familiar with Paradigm and the biologicattails. Translating the rules and
concepts of Paradigm into a biological model ofstam is a difficult step. Paradigm is
still in development and is very conceptual so dificult translating those rules into a
working model and getting familiar with Paradignar&digm is still in development and
its concepts keep changing. During the start of thesis the concept of a manager was
considered to be a requirement in the models sinoedination is achieved in terms of
coordination between manager and employee. Thiseparhas changed and a manager is
not needed for achieving coordination between corgpts involved, the components
themselves can achieve this now. | used the corfeptmanager in the models but now
since a manager is not needed the models could hesre modelled totally differently.
This is restricting in terms of having all theséeruto adhere to during the initial phase of
modelling. With a basic background in biology armbd understanding about Paradigm
modelling can become relatively easier.

Modelling a larger process could take a lot of efnd time, since the process can be
modelled in great detail. With larger processewould be difficult if there are many
processes that are interconnected, influencing edbkr's global behaviour. If the
number of scenarios that have to be taken intowatcs many it will increase the
number of subprocesses automatically. This can ntlademodel very large with the
number of consistency rules and the global behawd@agrams. With no visualisation it
can take a lot of time modelling such large systeftie models on the other hand do
give a very good idea about how the entities afteencing each others behaviour and if
something goes wrong with one entity how that wifiect the entire system. Working
closely with biologists and having the models cleeckor their consistency each time
would make modelling complex processes a lot easier

The kind of behaviour biological reactions exhiltite most important thing about them
is the interactions between the entities involved their environment. Having read more
about Paradigm and its concepts, it became clearRéradigm can be very compatible
for this purpose since Paradigm stresses on thandignbehaviour of the entities and
modelling the interactions and changing'’s takingcpl | used two preliminary examples

76



to give an idea about the dynamics of biologicalkcpsses and to explain the use and role
of Paradigm in modelling such processes. Paradige bbeen applied successfully in
modelling these two examples. These were relatigatall examples with only two or
three entities involved. Modelling a more complesample using Paradigm is an open
issue.

8.1.3 Contribution of Paradigm to a deeper and better un@rstanding of biological
systems

The visual diagrams in Paradigm make the generatatels far more accessible to such
to people with various backgrounds such as Comp8te#ence and Bioinformatics.
Physical structures are naturally represented imglabal behaviour diagram and
interactions are explicitly represented using thecepts of states and transitions between
the states. The alternative differential equatiepresentation hides interactions in terms
of equations, which are significantly more obsctoe the non-mathematician. With
interactions “hidden”, it makes model reuse moféatlilt.

Bioinformatics is a multidisciplinary field involag people of various fields such as
Mathematics, Computer Science and Biology. Cootinaand cooperation between
these researchers is important and is needed iougaprojects. Models built with
Paradigm are easier to understand and comprehendetple in a multidisciplinary
setting on the basis of visualizations, renderlmgyrelevant dynamics. With a Computer
Science background, for me the models that biolegise are difficult to comprehend.
Paradigm’s visualizations are based on solid spatibns therefore they are more
convincing. | expect this to result in more thorbugderstanding and better cooperation
between people of different backgrounds. It needset researched if Bioinformaticians
and systems biologists agree with this. Once saiaedard software is available for
modelling, end users could be asked to evaluadadtthis aspect could be researched.
This way it could be investigated if users findd&hgm easy to use or not and whether it
really results in better understanding of biolobgysstems.

8.2 Future work

| used two examples for modelling; in the futurerenoomplex data could be modelled.
For this purpose it is very important to collaberawvith system biologists and
Bioinformaticians. This would be important for udéyp and evaluation testing of
prototypes of the visualization system, since Bmimaticians or systems biologists are
the ones whom will be using this modelling techeigu the future. In this way a better
idea could be obtained as to how far Paradigm leasl to a better and deeper
understanding of complex biological data. Therefoomuld be used very successfully to
validate the results and conclude if Paradigm mpgatible for modelling complex data
or not.

8.2.1 Software for visualization

Biologists use modelling software such as BioUMId &aenMAPP. | used GenMAPP,
using Paradigm’s concepts in it to model biologioadctions. This was done to get
familiar with biological software and see if it ddlbe extended into dynamic software.
This software system provided a static way of Jigugy biological systems. | used
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Paradigms concepts in it and tried visualizing dgatal reactions more dynamically.
This was done quite successfully since the modélave built in chapter 4 were built
using this program. There is no standard softwareMaradigm yet to visualize its
concepts diagrams and this program could be used sfrting point for building
dynamic software. It would be a lot easier if sostendard software was available, since
it would save all the time using different softwémgether. How to make it visually more
dynamic can be the focus of future research.

A lot of programs have been developed which candegl as a starting point for building
a dynamic visualisation system. | researched athe@ufollowing;

-GenMAPP: An academically based organization teatetbps and supports GenMAPP
(Gene Map Annotator and Pathway Profiler), a compupplication designed to
visualize gene expression data on maps represenihggical pathways and groupings
of genes.

-BioUML.: Is a java framework for Systems Biology.inicludes access to databases with
experimental data, tools for formalized descriptadnbiological systems structure and
functioning, as well as tools for their visualizatiand simulations.

-PetriNets: A formal graphical mathematical moameli language used for the
representation of discrete-event dynamic systetdepicts the structure of distributed
systems as directed graphs.

GenMAPP is good for biological pathways buildingdaBioUML offers a lot of
functionality as well. The problem with BioUML ifat it is not stable therefore | did not
use it for building the STD’s, while GenMAPP is racstable. Many software systems
are available to visualise PetriNets such as Arg @oopnBuilder. These software
systems can be good starting points for buildingasyic software on top of them
visualising Paradigm’s concepts in it. GenMAPPrisopen source project and provides a
good foundation for building dynamic software whidn visualise Paradigm’s concept.
Right now it can only be used for building STD’st ltucould be extended to include the
different UML and Paradigm diagram types which wesed in this thesis and offer
functionality for making consistency rules. Thiswa make model building a lot easier
and would save a lot of effort and time spent oifiding the models.

8.2.2 Validation and simulation

Once a dynamic modeling tool based on Paradigmifgiaions is built the next step is a
simulation tools based on Paradigm notations wischeeded for non-mathematicians
using visual modelling and programming in order ih@rease the accessibility of

modelling in biology. Paradigm together with UML carOO (Object Orientation)

concepts can be extended to a system which faesithuilding simulations of the

systems. Rational Rose Software has been usediiloiny the UML diagrams. In this

system programming code can be added behind theadis. That way the entire system
can be simulated. Paradigm diagram types suchgésbal behaviour diagram cannot be
simulated like that in Rational Rose, since its pent of the system. Therefore it remains
to be researched whether Rational Rose could Eméatl into a dynamic system which
includes Paradigm’s concepts. It's important toehavsystem which facilitates building
simulations of the models. These simulations candeel to validate the models. Rational
Rose is not freeware therefore it is difficult taend that into Paradigm diagram types.
Another tool called Gepasi can be used which d@sdo produce accurate quantitative
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results. In addition to the practical value of mayiParadigm generate accurate results,
Gepasi could help to validate its design and impletation. Gepasi with its roots in
biochemistry and differential equation modellingcdis primarily on the moment-by-
moment time evolution of the behavioral architeefuout also provides varying amounts
of support for aspects of the complex structurahiecture. [27] [28] [29]

8.3 Conclusion

| believe Paradigm can be successfully applieche liological research field since it
provides a good way of understanding complex icteyas that take place in living
systems before any other modelling technique isieghpThis can assist in predicting the
behaviour of individual entities in living systemmich as molecules, genes, and
pathways. It remains to be researched if Paradggegually usable with complex data,
but for modelling smaller biological systems Pagadihas proved to be usable. As a
modelling language Paradigm provides a good fouowldbr modelling interactions in
living systems. Interactions are explicitly repreteel in Paradigm using the concepts of
states and transitions between the states. Thiesnadodel reuse easier. The Systems
Biology community and Bioinformaticians can benditlot from models built with
Paradigm since it provides a good technique for etliod) the dynamic behaviour of
systems. Models in Paradigm can be modelled atra gobal level and offers a good
foundation for modelling the behaviour and the dammtion between the systems
consistently. The traditional methods lack suchhmégues. The visual diagrams can
make the models accessible to people with vari@gg&drounds since physical structures
are naturally represented.

Paradigm is still in development and its conceptepk changing, this changed how
models could have been modelled and the behavioowrs of the entities by such
models. | used the concept of a manager in the ismdng now since the concept of a
manager is not a requirement the models could baea modelled differently. This is
restricting in terms of having all these rules @here to during the initial phase of
modelling. Paradigm as a modelling language is weryceptual and has many rules to
adhere to; translating those rules into a modaldsficult step. The rules and syntax are
difficult to understand for a beginner and applythgse rules into modelling biological
systems is a difficult step. Making the first stiyerefore is very difficult. Modelling
smaller data was harder than anticipated due sethetbacks and took a lot of time. The
model can get very large as the number of scenammeases, therefore modelling a
larger process could take a lot of effort and time.

There is no visualisation tool to visualise Paradgyconcepts. Dynamic graphical and
animation tool will make a significant contributiam visualizing what happens and how
it happens; in this manner the problem can be o@d/enore clearly and will simply the
process of modelling. Since there was no visu@bisaool it was difficult and time
consuming to use different software together fatdmg the models. A lot of time was
spent on investigating which program was suited tfos purpose. A system which
facilitates building biological models using Pagdi is needed together with a
simulation tool.
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10 Appendix

10.1 Research proposal

In this thesis | will introduce a new method of retlithg biological systems in which you

can model the behaviour, communication and colkimm taking place between the
individual entities in a system. | will investigatee use of the Coordination language
Paradigm to model the interactions and the graphiepresentation and animation
thereof. This | believe is going to result in nemsight leading to more and deeper
understanding of the dynamics of a system.

The Paradigm language can offer a new way of miodelhteractions in living systems.

Paradigm is a behavioural coordination languageeloped at the Leiden institute of

advanced Computer Science. Like most behaviouratdowation Languages Paradigm
has so far been applied in modelling business msoalesoftware components. The idea
of using Paradigm in modelling biological systerheréfore is new and has not been
investigated so far. | will investigate how to UBaradigm to model these interactions in
terms of consistent phase dynamics and detaileaviimirs and see if a system for
visualization can be developed on the basis offgcapelements.

Using a case study of a simple biological systena atarting point, Paradigm will be

used to see how this system can be modelled antherhthis is compatible or not.

Gradually I will move to a more complex example aeé if it's equally compatible. The

behaviour of an individual component of a systemdetermined by its internal

characteristics (state), its location (place) atsdrelationships with those components
around it (communication). This is a dynamic preceso the modelling can be done
according to each case like a cell or a molecukracting with each other and with their
environment.
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