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Abstract

The human sense of smell is made possible through the use of the so-called olfactory receptors. These receptors are proteins which are embedded into the cellular membranes located in the nose. The olfactory receptors are members of the G protein-coupled receptors (GPCRs) class. The function of a GPCR is to transmit a signal into the cell structure when a molecule binds to the GPCR on the outside of the cellular membrane.

The olfactory receptors are mostly found inside the nose. However a number of these receptors are also found on other locations. For this reason the olfactory receptors may also be involved in functions other than making the sense of smell possible.

Generally speaking, GPCRs are already essential in drug discovery. Because of this the pharmacological importance to map the hidden function of the olfactory receptors may introduce new drug targets.

The paper by [Samsonova et al.] proposed a rule-based characterisation method for classifying olfactory receptors using multiple sequence alignment (MSA). In a MSA the olfactory receptor sequences can be compared with each other. This thesis continues the effort of finding characteristic amino acid combinations in olfactory GPCRs. Two existing rule discovery algorithms, PRISM and Tertius, are used in combination with two optimisation methods, rule set optimisation and rule subset generation.

The combined methods found highly supported rule sets which classify the olfactory receptor class very successfully. Moreover these rule sets cover multiple highly characteristic features in a non-sequential manner throughout the transmembrane (TM) domains of the olfactory receptors. In contrast with the well known motifs, which uses sequences of conserved amino acids in chronological order to classify a receptor class.

The used characterisation methods in this thesis could be used to examine the characteristics of other GPCRs. Furthermore these method could use other alignment methods such as a structural alignment. This could uncover important characterisations within the 3D structure which may lead to a better understanding of the functions of the olfactory receptor.
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1 Introduction

The human sense of smell is made possible through the use of the so-called olfactory receptors. These receptors are proteins which are embedded into the cellular membranes located in the nose. The olfactory receptors are members of the GPCRs class. The general structure of the olfactory GPCRs are described in Section 2.1.

After a deeper analysis and identification of the olfactory receptors’ functions \[13, 69\], it became clear that the main part of all G protein-coupled receptors (GPCRs) of the human genome consists of olfactory genes. The olfactory GPCRs are mainly used for odorant signal transduction \[25\], making the sensing of smell possible. However a number of olfactory receptors are also found on other locations, such as the heart \[19\] or sperm, testis \[21\] and various brain regions \[65\]. For this reason, the olfactory receptors may also be involved in functions other than making the sense of smell possible.

Generally speaking, GPCRs are already essential in drug discovery \[47\]. Because of this the pharmacological importance to map the hidden function of the olfactory receptors may introduce new drug targets. Therefore, we set out to determine the characteristics of the olfactory receptors. These characterisations could lead to a better understanding of the structure which may reveal the inner mechanism of the olfactory receptors.

Today, research using sequence analysis is an increasing source of information. In sequence analysis a sequence of elements is used as input data which is analysed with a particular goal in mind. The sequence analysis using amino acids for example has been a valuable resource on a variety of subjects related to GPCRs \[50, 51, 66, 7, 67\]. Besides amino acids, sequence analysis using RNA \[36\] and DNA \[73\] are also used to classify these sequences into classes.

When analysing the sequence of the olfactory GPCRs, the hidden function may become clear through the finding of its classification characteristics. Classification characteristics are elements which not only characterise the olfactory receptors but are also used to classify the olfactory receptor class. For example these characterisations could be used in specially designed biological experiments or in theoretical computational models to uncover the true structure and function of these receptors.

In the paper by Samsonova et al. \[63\], sequence analysis of the olfactory GPCRs combined with rule discovery is used to find characteristic amino acid combinations. Rule discovery uses rules to classify the olfactory GPCRs using the aligned sequences as input data. The composition of such rules is described in Section 2.2. This thesis continues the effort of finding characteristic amino acid combinations using two alternative rule discovery algorithms.

Rule discovery is still a very active research area in computer science and is used in
a variety of subjects such as knowledge discovery using cardiovascular and heart disease data [59, 52] or the discovery of transcription factors [58]. Rule discovery is also used in Samsonova et al. [63] where the method is based on fuzzy logic [32]. This method is rather complex for the task performed, therefore two alternative methods will be used in this thesis:

- First a simple algorithm was chosen in an attempt to gain equal results compared to the results found in [63]. The Apriori [1] algorithm is usually well known for rule discovery, related to databases. Nevertheless this association rule algorithm induces rules not only with the classification class but also with other attributes. Variations on association rule algorithms have also been considered to include constraining certain attributes, like the classification class, as described in [29]. However there is a crucial difference between classification and discovery of association rules as discussed in [24]. Therefore the PRISM [8] algorithm which uses a different approach is chosen. PRISM, still being a simple algorithm, is preferred because it is designed as a classifier. The methods and results are described in Section 3.

- Second an algorithm called Tertius [22] is chosen. Tertius uses a different approach, which discovers rules with the best classification quality. The used method is more complex compared to PRISM. The methods and results are described in Section 4.

Besides these algorithms two additional methods where developed, Rule set optimisation and Subset generation, which are used to optimise and enhance the results of PRISM and Tertius. These methods use different approaches for selecting characteristic amino acid combinations to find multiple classification characteristics for the olfactory receptors.

The contents of the rest of the thesis are as follows. After a general approach section the methods and results regarding the two algorithms, PRISM and Tertius, are presented in Section 3 and Section 4 respectively. Next, the findings are discussed in Section 5 including some future thoughts. The conclusion of this thesis can be found in Section 6.
2 General approach

In this section we describe the general approach. The contents of this section are as follows. Rule discovery use a training set as input, this is defined in the next subsection. The rule discovery algorithm returns a set of rules with a certain classification quality. The rule format, rule set and classification method are defined in Section 2.2. In Section 2.3 three quality measures are defined which are used by the rule set optimisation and subset generation methods. In addition, the developed algorithms were tested using cross-validation which is defined in Section 2.4. This section ends with a summary of the developed software and a short discussion.

2.1 Training set

Rule discovery algorithms use a training set as input data to generate rules which can classify items from the training set. The data set used throughout this thesis consists of olfactory and non-olfactory GPCRs and was also the training set used in [63]. The data set will be described in more detail in the next paragraph. The data set is constructed using only the seven transmembrane (TM) regions of the multiple sequence alignment (MSA). A short introduction about G protein-coupled receptor (GPCR) structure and sequence alignment are described in two paragraphs later on followed by a formal definition of the training set. The data set normally uses the individual amino acid model. However in two additional experiments the group model has been used. Both models are described in the last paragraph of this section.

Composition of the data set The data set contains olfactory and non-olfactory GPCRs from GPCRDB, release February 2004 [30]. GPCRDB is Molecular-Specific Information System for GPCRs, a database which contains the sequences of most GPCRs. Table 1 indicates the composition of each class. Orphan GPCRs do not belong to any class and thus the ‘Others’ group is composed of non-orphan GPCRs. Various classes are added to the non-olfactory class to have approximately an equal amount of GPCRs compared to the olfactory class. This is necessary to find good classification criteria.
<table>
<thead>
<tr>
<th>Class</th>
<th>Number</th>
<th>GPCR Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>olfactory</td>
<td>391</td>
<td>Class A (olfactory)</td>
</tr>
<tr>
<td>non-olfactory</td>
<td>369</td>
<td>Class A (non-olfactory)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Class B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Class C</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Others (non-orphan)</td>
</tr>
</tbody>
</table>

Table 1: Composition of olfactory and non-olfactory classes.

**GPCR structure**  All proteins are composed of amino acids, where the sequence determines its structure. Nevertheless, the true 3D structure cannot be derived from the amino acid sequence yet and remains unknown. The amino acid names and the abbreviations can be found in Table 2.

The GPCR is embedded in the cellular membrane and functions as a receptor which binds a particular molecule called a ligand. A receptor is a chemical agent that acts like a sensor and responds to stimulation. When a ligand binds to a GPCR, it will transmit a signal through the use of the G protein into the cell structure. This complex system is involved in numerous processes such as the sense of smell, behavioural and mood regulation, inter-cellular communication between cells of the immune system and many automatic functions of the body such as digestive processes, heart rate and blood pressure.

It is believed that GPCRs have approximately the same structures; seven α-helices representing the transmembrane (TM) domains. This model is derived from the only known 3D structure of bovine rhodopsin [54, 59] which is shown in Figure 1. The seven spiral loops represent the α-helices located inside the membrane. These helices are connected with loops which are located outside the membrane. Through the use of the rhodopsin model, GPCRs can be compared using their sequences.
Figure 1: This molecule model represents the structure derived from the crystal structure of bovine rhodopsin \cite{54,49}. The molecule is embedded in the cellular membrane which is represented by the grey area. The illustration was generated using the PyMOL Molecular Graphics System \cite{17} and POV-Ray \cite{70}.

**GPCR alignment**  The GPCRs in GPCRDB \cite{30} are aligned in a multiple sequence alignment (MSA) \cite{9,71}, minimising both misalignments and the number of introduced gaps. In other words the number of amino acids that matches in the MSA is maximised. In Figure 2 part of a MSA is visualised. For example the amino acids like Phenylalanine (F), Tyrosine (Y) or Proline (P) are maximised towards a certain position. The MSA results in equally sized sequences with fixed positions which can be used for comparison.

Only the sequences of the seven transmembrane (TM) regions are used for the alignment of the data set, because these regions are most conserved. In contrast with the loops outside the TM region which are very variable in length and their sequences are not very conserved. For this reason these regions are not suitable for a good alignment.
Figure 2: This visualisation represents a part of the non-olfactory/olfactory multiple sequence alignment (MSA). Each row represents a sequence of amino acids with the abbreviation of the receptors name on the left. The letters in the coloured boxes represent the amino acid abbreviations and the boxes are coloured according to the amino acid group model, which are both describe in the last paragraph of this subsection. Although the colouration has no meaning other than giving the amino acids some contrast. The alignment shows the position of the sequences which maximises the number of amino acids on the same aligned location.

Defining the training set  A subset of each GPCR denoted $G$ is composed of the seven transmembrane (TM) regions concatenated from I to VII next to each other as defined below.

$$G = \text{TM-I} \ldots \text{TM-VII}$$

After concatenation, each $G$ contains a total of 248 TM region positions. These positions are called ‘features’ denoted as $f$. Each feature $f$ is assigned a number according to the Ballesteros and Weinstein [4] numbering system, where the TM region is represented by the first digit $x$ as shown here:

$$f = x.(50 \pm i)$$

The number after the dot is an index which represents the position relative to the most conserved feature. A feature number is computed using the index $i$ as position before or after the most conserved feature with value 50. For example 1.49 is read as helix I and one position before the most conserved feature of helix I.

Training set $T$ in (1) contains 391 olfactory and 369 non-olfactory GPCRs $G$ as specified in Table 1. In total there are $n = 760$ GPCRs in training set $T$.

$$T = \{G_1, G_2, \ldots, G_n\}$$ (1)
Amino acid models  The data set uses the individual amino acid model. This model contains the 20 standard amino acids, their names are shown in Table 2. The ‘Gap’ defines an empty position when aligned in a multiple sequence alignment (MSA).

<table>
<thead>
<tr>
<th>Alanine</th>
<th>Ala</th>
<th>A</th>
<th>Lysine</th>
<th>Lys</th>
<th>K</th>
<th>Threonine</th>
<th>Thr</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cysteine</td>
<td>Cys</td>
<td>C</td>
<td>Leucine</td>
<td>Leu</td>
<td>L</td>
<td>Valine</td>
<td>Val</td>
<td>V</td>
</tr>
<tr>
<td>Aspartate</td>
<td>Asp</td>
<td>D</td>
<td>Methionine</td>
<td>Met</td>
<td>M</td>
<td>Tryptophan</td>
<td>Trp</td>
<td>W</td>
</tr>
<tr>
<td>Glutamate</td>
<td>Glu</td>
<td>E</td>
<td>Asparagine</td>
<td>Asn</td>
<td>N</td>
<td>Tyrosine</td>
<td>Tyr</td>
<td>Y</td>
</tr>
<tr>
<td>Phenylalanine</td>
<td>Phe</td>
<td>F</td>
<td>Proline</td>
<td>Pro</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glycine</td>
<td>Gly</td>
<td>G</td>
<td>Glutamine</td>
<td>Gln</td>
<td>Q</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histidine</td>
<td>His</td>
<td>H</td>
<td>Arginine</td>
<td>Arg</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isoleucine</td>
<td>Ile</td>
<td>I</td>
<td>Serine</td>
<td>Ser</td>
<td>S</td>
<td>Gap</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Amino acids three-letter and one-letter abbreviations [48]. The ‘Gap’ is used in the multiple sequence alignment (MSA) to indicate an empty position in the alignment.

Besides the individual amino acid model the group model is used as well. In this model, groups of amino acids are used rather than individual amino acids. The individual amino acids are grouped into six sets according to their chemical properties as described by Conn and Stumpf [10]. Table 3 shows the content of the six amino acid groups, where the individual amino acid abbreviations can be found in Table 2.

| 1 | Acidic residues and their amides | DENQ |
| 2 | Basic                           | HKR  |
| 3 | Sulfur-containing               | CM   |
| 4 | Aromatic                        | FYW  |
| 5 | Aliphatic and hydroxyl          | GVLIAST |
| 6 | Cyclic imino acid               | P    |
| 7 | Gap                             | -    |

Table 3: Amino acids groups according to Conn and Stumpf [10]. The ‘Gap’ is used in the multiple sequence alignment (MSA) to indicate an empty position in the alignment.
2.2 Classification rules

Classification rules are defined as a conjunction of terms, the body, that make a logical implication towards the head as shown in the formula below, where the $\rightarrow$ represents the implication symbol.

\[
\text{rule: body } \rightarrow \text{ head}
\]

The head contains one term, a GPCR class from $\Omega$ as defined below, which is the target for classification.

\[
\Omega = \{\text{olfactory}, \text{non-olfactory}\}
\]

The terms in the body are composed of a feature $f$ and an amino acid $\phi \in \Phi$ or amino acid group $\psi \in \Psi$. Where $\Phi$ represents the set of amino acids (2) as described in Table 2 and $\Psi$ the set of amino acid groups (3) as described in Table 3.

\[
\]

\[
\Psi = \{1, 2, 3, 4, 5, 6, 7\}
\]

The formula for a rule $r$ is shown below, where $x$ is the number of terms, feature $f$ connected towards an individual amino acid or group and $c$ a classification class from $\Omega$. Notice the difference between the rules with $\phi$ or $\psi$ which contain individual amino acids or grouped amino acids respectively. These type of rules can be mixed into one rule set. Nevertheless in our experiments the models are strictly separated. The $\wedge$ and $\rightarrow$ represent the conjunction and implication symbol respectively.

\[
r = \bigwedge_x (f = \phi) \rightarrow c, \quad x > 0, \phi \in \Phi, c \in \Omega
\]

\[
r = \bigwedge_x (f = \psi) \rightarrow c, \quad x > 0, \psi \in \Psi, c \in \Omega
\]

Classification usually requires a number of rules to classify the complete training set $T$. Therefore a rule set $R$ is defined below, where $n$ represents the number of rules in the set.

\[
R = \{r_1, r_2, \ldots, r_n\}
\]

The unclassified training set $T$ which is defined in (1) can be classified using rule set $R$. Classification is defined in (4) where training set $T$ is classified towards item set $I$. 


using rule set $R$. Item set $I$ contains all correctly classified items. Thus item set $I$ is a subset \((5)\) of training set $T$. A complete item set $I$ contains all instances from training set $T$.

Classification can also be done with incomplete item sets. So in general some item set $I$ is classified toward item set $I'$ using rule set $R$ as shown in \((6)\). Notice that item set $I'$ could be empty if rule set $R$ cannot classify any item at all, from item set $I$.

\[
\begin{align*}
T & \xrightarrow{R} I \\
I & \subseteq T \\
I & \xrightarrow{R} I'
\end{align*}
\]

### 2.3 Quality measures

Rules, as defined in Section 2.2, generated by an algorithm could be very general but also very specific. A general rule classifies many items, while a specific rule classifies a few items or just one. A rule set is overfitted if it contains many very specific rules. Such a rule set could classify the training set fully but new items, which are not in the training set, could remain unclassified or classified incorrectly. A rule set containing mostly general rules tends to overlap the target classification. In other words, items are classified more than once. So to get a robust classification, rules should be more general rather than specific.

To compare rule sets from different algorithms a quality measure is needed, therefore each rule must be qualified. The quality of a rule depends on the features it contains, thus the importance of a feature must be analysed. Important features characterise the item set. As a result, a set of rules which covers many important features will produce a robust classification. To represent the quality measurement, three different measures are defined:

- Feature support
- Feature rank
- Rule support

**Feature support** A good classification is based on key features which characterise the item set. Feature support is a measurement of feature significance equal to the number of items correctly classified by only the rules containing a given feature $f$. Such a rule set is denoted $R_f$. In formula \((7)\), the rule set $R_f$ classifies item set $I$ into a correctly
classified item set $I'_f$.

$$I \xrightarrow{R_f} I'_f$$

Then the feature support $S_f$ is defined in (8), where $|I|$ translates to the number of items in item set $I$. Notice that item set $I$ could contain items from all classes.

$$S_f = \frac{|I'_f|}{|I|}$$

(8)

Feature support $S_f$ represents a value between 0 and 1. The feature with the highest feature support corresponds to the most important feature in the rule set. If only one particular class is of interest, the feature support per class $S_{fc}$ can be calculated analogously to (7) and (8). This is illustrated in the formula below, where rule set $R_{fc}$ only contain rules with feature $f$ and class $c$.

$$I \xrightarrow{R_{fc}} I'_{fc}, \quad S_{fc} = \frac{|I'_{fc}|}{|I|}$$

Feature rank  To rate the importance of a feature $f$ in the rule set it is necessary to know how many items depend on the rule set $R_f$ containing this feature. This is done by removing all rules containing this feature from the rule set $R$, yielding a rule set $R_f$. Formula (9) shows the normal classification, where item set $I$ is classified using rule set $R$. The correctly classified item will be in item set $I'$. Furthermore, classification error $E$ has a value between 0 and 1, where 0 means that the used rule set classifies the item set without error and 1 if rule set $R$ do not classify any item.

In formula (10) rule set $R$ has been replaced by $R_f$. Rule set $R_f$ only contains rules without feature $f$. After classification with rule set $R_f$ item set $I'_f$ only contains correctly classified items which not do solely depend on feature $f$. Furthermore, classification with $R_f$ corresponds to the classification error $E_f$ of feature $f$.

$$I \xrightarrow{R} I', \quad E = \frac{|I| - |I'|}{|I|}$$

(9)

$$I \xrightarrow{R_f} I'_f, \quad E_f = \frac{|I| - |I'_f|}{|I|}$$

(10)

The increase in the classification error is defined by (11). It could be negative, in which case removing all the rules with feature $f$ from the rule set actually improves the classification quality. This situation only applies in case conflicting rules exist in the rule set.
The features are ranked with formula (12) where \( N_f \) represents the rank of feature \( f \) and \( K \) the normalisation value which depends on the situation. Rank \( N_f \) has a value between \(-\infty\) and 1. Furthermore the \( \exists \) and \( \forall \) symbols represent respectively the existential quantor and universal quantor, in other words ‘there exists at least one’ and ‘for all’. The formula distinguishes three situations:

\[ \exists (\Delta E_f > 0) \] In this situation an error must occur if a feature \( f \) is removed from the set. In this case the feature which introduces the largest error is ranked last.

\[ \forall (\Delta E_f = 0) \] This case only occurs if none of the features introduces an error when removed from the rule set. Which means that \( K = 0 \), which cannot be computed. Therefore all features are equally ranked with value 0.

\[ \forall (\Delta E_f \leq 0) \] The final case occurs when all features \( f \) in the rule set have a \( \Delta E_f \leq 0 \) error. Which means that if such a rule with a negative error is removed, the classification quality increases. This part of the formula is needed to rank the features with the most negative impact on classification last.

\[
\Delta E_f = E_f - E \tag{11}
\]

\[
N_f = \begin{cases} 
\frac{\Delta E_f}{K}, & K = \max_f (\Delta E_f), \quad \text{if } \exists (\Delta E_f > 0) \\
0, & \text{if } \forall (\Delta E_f = 0) \\
\frac{\Delta E_f}{K}, & K = -\min_f (\Delta E_f), \quad \text{if } \forall (\Delta E_f \leq 0)
\end{cases} \tag{12}
\]

Features with rank \( \leq 0 \) do not play any significant role in classification. Therefore rules with only such features may be removed from the rule set without decreasing the classification quality. However, such rules may overlap with other rules in the rule set, so that these features might still be of interest for the characterisation of the item set. Notice that the current feature rank must be recalculated after rules with a certain feature are removed.

**Rule support** The quality of a rule can be measured through the number of items it classifies. In formula (13), the rule \( r_c \), which classifies class \( c \), classifies item set \( I_c \) into a correctly classified item set \( I'_c \). Item set \( I_c \) only includes class \( c \) items. Then the rule support \( S_r \) is defined in (14), where \(|I|\) translates to the number of items in item set \( I \).

\[
I_c \xrightarrow{r_c} I'_c \tag{13}
\]

\[
S_r = \frac{|I'_c|}{|I_c|} \tag{14}
\]
Thus rule support $S_r$ is a value between 0 and 1, where the value 1 represents the rule that classifies all items. If the rule support has a value of 0 no items are classified.

2.4 Cross-validation

A classification method is based upon the data from its training set. When the same method is applied on new data from outside the data set a percentage of the new data might remain unclassified.

Using $k$-fold cross-validation (CV) it is possible to predict a statistical classification quality. In $k$-fold cross-validation, the original data is partitioned into $k$ equally distributed subsets. The $k - 1$ subsets are used for training, the subset which remains is used for testing. The CV process is done for each test/training set combination, thus in $k$-fold. The $k$-fold average is the estimated error. Usually with $k = 10$ an accurate error indication is gained.

The CV results can depend greatly on the way the original data is partitioned. Therefore an average of ten 10-fold cross-validations and its standard deviation is given as the final CV result.

2.5 Software

The main program used in this thesis is Weka version 3.4.5, which includes both the PRISM and Tertius algorithms. Besides the use of Weka additional utilities were developed. The additional algorithms as defined in Sections 2.4, 3.1 and 4.1 are implemented into a the so-called Rule set Optimisation Application (RSOA) with is part of the Rule set Optimisation Package. A more detailed description of the RSOA can be found in Appendix A. The Rule set Optimisation Package includes:

- Rule set Optimisation Application This application contains the implementation of the following algorithms: Classification, optimisation, subsets generation and cross-validation.

- Conversion scripts Since the Weka implementation was used, the output format from both the PRISM and Tertius algorithms were converted to a simplified rule format used by the Rule set Optimisation Application.

- Additional scripts Some small shell scripts were written to automate certain tests. For example, the generation of results and cross-validation.
2.6 Discussion

There are some discussion points regarding the used classification methods which depend on a given alignment and the quality measures involved for optimisation.

**Alignment dependency** The classification depends greatly on the alignment of the data set. Generally speaking, if a data set is not very conserved in a multiple sequence alignment (MSA), the classification may not be very robust and might be useless for classifying other instances outside the data set. Moreover, if another MSA method is used, other classification characteristics could apply.

**Quality measures** Besides the quality measures discussed in Section 2.3, other measures could be used for optimisation. For example, using quality measures with various biological or chemical experiments in mind could improve the feasibility of these experiments using the obtained optimised classification. These special options could also be included in the rule discovery methods.
3 PRISM

PRISM [8] is an algorithm for inducing modular rules from a training set. The composition of such rules is defined in Section 2.2. Furthermore the rules PRISM generates represent a decision tree which leads to classification of the training examples. A simplified version of the PRISM algorithm is described below:

1. Search for a rule which has a maximum information gain on the current training set without conflicting the rules in the rule set.
2. The rule is added to the rule set.
3. The training set is split into a classified and unclassified part.
4. Steps 1 through 4 are repeated with the unclassified training subset until the training set is empty.

The induced set of rules fully classifies the training set. PRISM tends to overlap its rule set a little so it is not a minimal rule set. Furthermore, each iteration in the algorithm will generate more specific rules rather than general ones.

3.1 Methods

Our goal is to analyse the possibility if a simple algorithm like PRISM could generate results which are comparable to the results found by Samsonova et al. [63]. As input the olfactory – non-olfactory GPCR training set as described in Section 2.1 is used. In addition to PRISM an optimisation algorithm is used to optimise the number of features used in the rule set. This optimisation method is described in the second paragraph. Besides the optimisation method two additional experiments are done. The first experiment uses the group amino acid model, as described in Section 2.1 rather than the individual amino acid model. The second experiments uses a selection of features which are found in [63]. The two methods are described in the last two paragraphs of this section.

Implementations The PRISM algorithm has already been implemented in the Weka software package [74] which is used in the experiments. Furthermore the classification and optimisation algorithms described in the next paragraph are implemented in the Rule set Optimisation Application as described in Section 2.5.
**Rule set optimisation**  The rule set optimisation method is divided into two parts.

- The primary goal of this project is to classify and characterise olfactory GPCRs. The non-olfactory class is composed of a variety of non-olfactory GPCR families, see Section 2.1. Since PRISM only generates rules without conflict, rules with the conclusion non-olfactory which are not relevant are discarded from the rule set. This can only be done because all non-olfactory GPCRs are also fully classified. This rule set only classifies the olfactory class of the training set fully, GPCRs which could not be classified are assigned to the non-olfactory class. Thus the same classification quality of the training set is achieved with a smaller rule set.

- The rules in the PRISM rule set show some overlap, so that some rules could be removed without decreasing classification quality. Therefore an optimisation algorithm is created using the rule measurements as defined in Section 2.3. According to these quality measures, rules which cover features with the lowest rank are good candidates for removal. Besides feature rank, feature support may also play a significant role. Rules which cover features with a low support are second best candidates. To optimise the rule set the following steps are performed:

  1. Feature rank and support for all features is calculated.
  2. The feature with the lowest rank and support is selected.
  3. The rules which contain the selected feature are removed from the rule set.
  4. Feature rank and support of the remaining features is recalculated.
  5. Steps 2 through 4 are repeated until a given termination criterion is reached. Termination criteria may be: classification quality, rule set size, feature set size, etc.

**Amino acid group model**  The amino acid group model, as described in Section 2.1, was used by Samsonova et al. [63]. This was done because of the computational complexity involved using the 20 individual amino acid model. Therefore the 6 amino acid group model was chosen to decrease the computational complexity.

In this experiment the PRISM training set which is composed of the individual amino acid model is converted to the six groups used in the amino acid group model. Consequently PRISM uses the new training set to generate a new rule set. This new rule set is constructed from rules which contain groups from the group model and none from the individual amino acid model.
Selected features  The results from Samsonova et al. [63] discovered seven important features that are used for classification. The positions of these features are selected not to be removed from the PRISM training set, with the result that all GPCRs in this training set only contain the selected 7 features. Using this training set PRISM generates the rule set which will be optimised, analysed and compared.

Notice that the final phase of [63] uses the individual amino acid model. Therefore this model is also used in the PRISM training set.

3.2 Results

PRISM generated a rule set consisting of 66 rules with 50 unique features. These rules classify the training set fully, both olfactory and non-olfactory GPCRs.

Optimised rule set  Using the method described in Section 3.1, the PRISM rule set is reduced to 47 rules with 36 unique features in the first step. The second step reduces the rule set to 25 rules with 16 features without decreasing classification quality.

The error introduced in the optimising method is rated through 10-fold CV as described in Section 2.4. An average classification quality of 99.1% ± 0.4 is obtained. Without this optimisation, PRISM 10-fold CV rated an average classification quality of 89.6% ± 0.4. The average classification quality increases significantly using the optimisation method. The diversity in the non-olfactory class, which is removed during the first phase of the optimisation process, is the main reason for this improvement. Thus this optimising method is very powerful for reducing the rule set with equal classification quality. This set can be optimised further, with the same method. However the classification quality will decrease with each reduction.

In Figure 3 all features from the optimised rule set are plotted in a histogram. The feature rank and support are shown next to each other. Notice that feature rank does not always depend on feature support. Due to overlapping, most GPCRs are classified through more than one feature. For example if \( S_f \gg N_f \) then this feature classifies many GPCRs that are already classified through more important features.

For instance feature 1.51 has the lowest rank and support. As a result all rules that contain this feature are removed from the rule set. However this decreases the classification quality.

Table 4 shows the optimised rule set, where rules are sorted by rule support. The extended tables indicate the decrease in classification quality, if rules with certain features are removed.

Rules with a high rule support contain features which both have a high feature rank and support. To illustrate this, feature 1.49 and 1.43 both have a high feature rank.
Figure 3: This histogram shows the features from the optimised rule set. Each set of bars represents a feature with its rank $N_{fc}$ and support $S_{fc}$, where class $c$ is olfactory.

rank and support, as shown in Figure 3. Both features are included in the first rule $[1.43 = Y \land 1.49 = G \rightarrow \text{olfactory}]$ with the highest support. Nevertheless there are also two rules, $[1.49 = W \rightarrow \text{olfactory}]$ and $[1.49 = C \rightarrow \text{olfactory}]$, both contain feature 1.49 with a low rule support. These two rules are not removed during optimisation because the first rule, with the highest support, contains feature 1.49.
<table>
<thead>
<tr>
<th>$s_r$</th>
<th>1.26</th>
<th>1.45</th>
<th>1.49</th>
<th>1.58</th>
<th>2.36</th>
<th>3.49</th>
<th>4.49</th>
<th>4.53</th>
<th>4.61</th>
<th>6.59</th>
<th>6.65</th>
<th>7.41</th>
<th>7.49</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.801</td>
<td>Y</td>
<td>G</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.716</td>
<td>D</td>
<td>Y</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.238</td>
<td>L</td>
<td>Y</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.061</td>
<td>H</td>
<td>Y</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.054</td>
<td>M</td>
<td>G</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.020</td>
<td>P</td>
<td>G</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.015</td>
<td>A</td>
<td>A</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.013</td>
<td>N</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.010</td>
<td>W</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.008</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.005</td>
<td>G</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.005</td>
<td>D</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.005</td>
<td>R</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.003</td>
<td>K</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0.003</td>
<td>C</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>100.0%</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>99.5%</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>98.9%</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>98.2%</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>96.4%</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>97.6%</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>96.6%</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 4: The optimised PRISM rule set. Each row represents a rule with olfactory as conclusion. For example the top row represents the rule $[1.43 = Y \land 1.49 = G \rightarrow \text{olfactory}]$. On the left the rule support $s_r$ indicates the classification quality of that rule. In the extended lower table the percentage indicates the classification quality of the rule set, which only includes the features marked with ‘×’. In the extended right table the corresponding rules are marked similarly.
In Figure 4 the optimised rule set is displayed as a decision tree. Starting from the root, each rule can be read by following its branch until a leaf is reached. For example the branch that reads “1.49,G,1.43,Y” represents the rule \([1.49 = G \land 1.43 = Y \rightarrow \text{olfactory}]\). If a training example is not classified by the tree then it is assigned to class non-olfactory.

The features and amino acid printed in boldface show the decision tree which classifies 96.6% of the training set. Notice that the 96.6% decision tree is significantly reduced, which means that the olfactory class can be classified with less features at the cost of approximately 3% classification quality.

![Rule set diagram]

Figure 4: Optimised PRISM rules displayed as a decision tree. Notice that all rules classify towards the olfactory class. The rule set which classifies 96.6% is printed in boldface.

In Figure 5 both the olfactory and non-olfactory sub-alignments\(^3\) are presented as sequence logos \([64,27]\). Each character represents an amino acid, where its size represents the degree of conservation. Gaps are excluded from the calculations. The information content is indicated through bits reflecting the relative frequency of occurring amino acids. All the features from the optimised rule set which classifies 100% of the training examples, are marked with boxes.

The results from \([63]\) share only a single feature when compared with the PRISM optimised rule set. Only feature 7.41 is included in both rule sets. Furthermore, both rule sets contain rules with high and low rule support. Almost all selected features from the model in \([63]\) have a high feature support. In contrast with the features PRISM found, where only a few features have a high support.

---

\(^3\)The amino acid letters are coloured according to the amino acid group model, described in Section 2.1. However in this case the colouration has no meaning other than giving the amino acids some contrast.
Figure 5: Alignment of the seven transmembrane (TM) regions of the human GPCRs, shown as sequence logos of sub-alignments containing olfactory and non-olfactory receptors respectively as defined in Section 2.1. Features in the optimised PRISM rule set are indicated with boxes. After optimising further to a classification quality of 96.6% the rule set only contains features marked with solid boxes.
**Amino acid group rule set**  PRISM generated a rule set using the amino acid group model as described in Section 3.1. The results are shown in Table 5 where the number of rules and features of both models are compared. This rule set is also optimised using the method from Section 3.1. The results are also shown in the table.

<table>
<thead>
<tr>
<th>Model</th>
<th>Normal Rules</th>
<th>Normal Features</th>
<th>Optimised Rules</th>
<th>Optimised Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual amino acid model</td>
<td>47</td>
<td>36</td>
<td>25</td>
<td>16</td>
</tr>
<tr>
<td>Amino acid group model</td>
<td>69</td>
<td>61</td>
<td>20</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 5: In this table the usage of the individual amino acids and amino acid groups model are compared. The number of rules and the number of the used features are shown for both the normal and optimised PRISM rule set.

The amino acid group model uses much more rules and different features to fully classify the training set compared to the other model. This applies both to the normal and optimised rule set. Only the optimised rule set using the amino acid group model contains less rules. In Figure 6 the histogram shows the features found in the PRISM optimised rule set.

![Figure 6](image)

Figure 6: This histogram shows the optimised PRISM rule set using the amino acid group model. Each set of bars represents a feature with its rank $N_{fc}$ and support $S_{fc}$, where class $c$ is olfactory.

The two particularly highly supported features among the other low supported features classify the most part of the training set. Compared to the individual amino acid model as shown in Figure 3, four features show a high support. This result may be very interesting because only two main features may be needed to classify most of the olfactory GPCRs.
The used method, including the usage of the amino acid group model, is tested using 10-fold cross-validation as described in Section 2.4. Using PRISM without optimisation the average classification quality value is 88.95% ± 0.56, which is almost equal to the individual amino acid model, discussed in Section 3.2. When including the optimisation step the average classification quality increases to 97.59% ± 0.31 which is slightly less than of the individual amino acid model. So it can be concluded that the amino acid group model has no significant effect on the classification quality.

**Selected features rule set** The results from [Samsonova et al., 63] found 70 rules containing only 7 features which classify the training set for 96.2%, where the olfactory class is classified using 32 rules. However, the used model needs both olfactory and non-olfactory rules for classification.

Using only these selected features in the training set, as described in the last paragraph in Section 3.1, PRISM generated 68 rules. This rule set classifies the training set fully, where only 16 rules are needed to classify the olfactory class. As discussed before in Section 3.1, the non-olfactory rules are removed from the set. Therefore, the instances which cannot be classified using the olfactory rule set, are assigned to the non-olfactory class.

In Figure 7 the feature rank and support are plotted in a histogram. Notice that almost all selected features have a high feature support $S_{fc}$.

![Figure 7](image.png)

**Figure 7:** This histogram shows the 7 features from the PRISM rule set, selected from the results in [63]. Each set of bars represents a feature with its rank $N_{fc}$ and support $S_{fc}$, where class $c$ is olfactory.

The generated rules are shown in Table 6. In the extended tables the optimised rule sets are shown using the optimisation method described in Section 3.1. Notice that the rule set cannot be optimised further without decreasing the classification quality.
Table 6: The PRISM 7-feature rule set. Each row represents a rule, assembled from features and amino acids. All rules have the same conclusion, olfactory. On the left the rule support $S_r$ indicates the classification quality of that rule. In the extended lower table the percentage indicates the classification quality of the rule set, which only includes the features marked with ‘×’. In the extended right table the corresponding rules are marked similarly.

In addition, a decision tree is shown in Figure 8 which displays the 7-feature PRISM rule set. The rule set, sufficient for the classification quality of 97.5%, is indicated in boldface. With only 4 features, a very high classification quality is reached at the cost of 2.5%.
The PRISM rule set is much smaller compared to the rule set found by Samsonova et al. [63], moreover this rule set fully classifies the training examples. When comparing the two sets, only 10 rules are equal, including 4 olfactory rules.

After optimising the 7-feature set, below the 100% threshold, a rule set with only 4 features remains. Compared to the results from [63] with a rule set which classifies 96.2%, this 4-feature rule set has nearly the same classification quality (97.5%) with much fewer features and rules.

3.3 Conclusion

To conclude this section, PRISM has some interesting results. Classification and characterisation are two important aspects which depend on each other. The strategy PRISM uses to select rules has a totally different approach than the model used by Samsonova et al. [63]. PRISM generates a non-conflicting rule set which can fully classify all training examples and can be visualised as a decision tree which is easy to interpret.

PRISM is a very simple method if it comes to classification compared to the model in [63]. However, this classification is not very robust because features with very low support are included in the rule set. Nevertheless the method can be successful as shown in the selected feature rule set, where PRISM generated a smaller rule set with similar classification quality compared to [63].

When it comes to characterisation, the model used in [63] found 7 features which all have a high feature support, in contrast with PRISM which induced more rules covering features with a low support. Features with a high support characterise the rule set through rules with a high rule support. These features combined with the right amino acid are very good candidates for the characterisation of an olfactory GPCR.
4 Tertius

Tertius [22] is a rule discovery algorithm for deriving rules from a training set where it is unknown which attributes are useful for classification. The format of the classification rules is as defined in Section 2.2.

The bases for rule discovery within Tertius is a heuristic measure of confirmation. The measure of confirmation is a statistical analysis of a term under consideration. This analysis is between the expected and the observed frequencies of counter-instances. A counter-instance classifies a GPCR toward both classes so that the GPCR remains unclassified. The degree of confirmation is used as an estimation to what depth a rule can be improved by refinement.

Refinement occurs through strict ordering of the following refinement operations: Adding a new term, unifying two variables and instantiating a variable with a constant. Where a variable is an undetermined feature or amino acid and likewise a constant is a selected feature or amino acid. The refinement operator unifying two variables is not used in our case because unification can only occur using two variables of the same type. In a term (feature = amino acid) no such variables exists. The operation instantiating a variable with a constant is done in sorted order, using a constant from its domain. The domain represents a set of amino acids or features which can be obtained from the training set. This is necessary to avoid searching the search space more than once.

The exploring starts from an empty rule by refining it iteratively using the refinement operations described above. Multiple paths from an empty rule to a hypothetical rule could appear in the Tertius search space, therefore strict ordering in refinement operations is required. Thus paths leading to hypothetical rules which are already considered are pruned. Finally, the confirmation function is able to rank the hypotheses, finding the k most confirmed hypotheses.

The Tertius system uses a complete best-first search [62], which means that all possible hypothetical rules are explored, moreover the best confirmed hypothetical rules are explored first. However the search space of all possible hypothetical rules is pruned according to the degree of confirmation. In other words, hypothetical rules with a low degree of confirmation are not refined, as a result their search branches are pruned.

Limitation criteria using various threshold parameters such as the number of terms in rule discovery, relative frequency of counter instances, confirmation threshold, etc. are needed to limit the search space. This may also be useful for the algorithm to avoid the problem of insufficient computer memory.
4.1 Methods

The used methods are based on an existing Tertius implementation which will be described in the next paragraph. Besides Tertius a number of algorithms have been developed to find better classification characteristics for the olfactory GPCRs compared to the characteristics found in [Samsonova et al., 63]. Tertius uses the training set, as described in Section 2.1, to generate a list of rules. With these rules various classification characteristics may come forward using the developed algorithms. Furthermore one additional experiment is done using the amino acid group model which is described in the last paragraph.

Tertius implementation In this study the Tertius implementation in Weka [74, 18] is used to generate a list of rules.

The search space Tertius uses is very large, which leads to the problem of insufficient computer memory. To avoid such problems the search has been split up into six smaller problems, each using the parameter which sets the maximum number of terms in a rule with the value 2 through 7. Also the maximum number of confirmation values to be found is limited using $k = 200$ for rules with 2 through 4 terms and $k = 100$ for rules with 5 through 7 terms. Furthermore, the maximum proportion of counter-instances of rules called the ‘noise Threshold’ parameter is set to zero. This means that only rules without counter-instances are listed in the final list of rules.

It was necessary to use these limitations to avoid insufficient computer memory. Consequently, these limitation affect the resulting lists of rules. Thus these lists are limited and might miss some less important rules, because the rules with the best confirmation are listed first.

The six generated rule lists were combined into one list. This could only be done because the rule lists do not contain any conflicting rule. As a result a lot of identical rules occur, which were removed. Furthermore the non-olfactory rules were also removed. The resulting list is defined as The Tertius rule set which only contains olfactory rules. If a GPCR cannot be classified using this rule set, it is automatically classified as non-olfactory.

The Tertius rule set is composed of more than 5000 rules and should be optimised or split into robust subsets. The goal is to find a robust rule set which is composed of rules with a high rule support. First, the method described in Section 3.1 is used for optimisation. In addition the optimised rule set can be optimised further using the subset construction, which will be defined in the next paragraph. Second, the Tertius rule set is split using only subset construction to find optimised rule subsets. These rule

\[^{4}\text{Using a AMD Athlon 2000+ with 768MB RAM.}\]
subsets should give a robust classification with features that are very characteristics for olfactory GPCRs, because the rules selected for the subsets involve features that are highly supported in the olfactory training set.

**Subset construction** Finding optimal rule subsets is similar to the knapsack problem \[26, 43\] which is NP-complete. Its name was derived from the maximisation problem of choosing as much as possible items that could fit into one bag. In other words the search space to examine all rule combinations is too complex to compute. A number of algorithms could be used to find good solutions without exploring all rule combinations.

There are different approaches for choosing rules to classify olfactory GPCRs. Evolutionary algorithms \[3\] could be used to get near optimal subsets. In particular genetic algorithms are already used for robust feature selection \[72, 76\], nevertheless our features are already selected by Tertius. At the same time the algorithms could be adapted for robust rule selection. However in our case no real optimum exists, because a subset could be optimised using a variety of criteria such as the number of rules or the number of different features in a subset.

An other approach is to find robust rule sets. A robust rule set as discussed in \[31, 40\] uses redundant rules for an increasing robustness. The algorithm described in \[31\] has some similarities with the implemented subset algorithms, although finding the optimal robust rule set is not the main intention.

The goal is to have different kinds of rule subsets which are composed using various rule combinations. So various features should appear in these subsets with the result that different characterisations may come forward. Therefore different approaches are implemented for finding good rule subsets which still can classify all olfactory GPCRs.

The algorithms that are implemented use different criteria for generating the rule subsets. Multiple criteria are combined using a lexicographic approach. A critical review about multi-objective optimisation \[23\] compared the Weighted-formula, Lexicographic and Pareto approach with each other.

**The Weighted-formula approach.** This approach combines multiple criteria into one value. However criteria with different measurements cannot be mixed as concluded in the review.
The Lexicographic approach. This approach gives priority to each different criteria, which means that criteria with the highest priority are treated first. Although different measurements can be mixed because each criteria is treated separately. A well known algorithm AQ18 \[34\] uses this approach.

The Pareto approach. This approach uses a multi object algorithm as discussed in \[35, 55\] using Evolutionary Search or Genetic Algorithm respectively. The Pareto approach returns a set containing one or more non-dominated solutions (A non-dominated set means that there is no better set of solutions). Where as only one solution is needed, one rule to continue creating a rule subset. This makes the approach unnecessarily complex compared to the two other methods.

In conclusion the lexicographic approach for multi-objective optimisation problems is in our case the best choice. The lexicographic approach has been adapted slightly and is used without the use of a tolerance value in the subset algorithms. This approach is used in all different subset algorithms, which are described below.

Algorithm 1, Greedy rule selection. In this algorithm a greedy search method \[11\] is used, which selects the best rule considered. The construction of the rule subset uses the following steps:

1. Search for a rule in the Tertius rule set which classifies the maximum number of GPCRs that are not classified yet. This is the rule with the highest rule support.
2. Add this rule to the rule subset and remove it from the rule set. Consequently, the rule support must be recalculated.
3. Continue with steps 1 and 2 until one of the stop criteria is met. These stop criteria are:
   - All GPCRs are classified.
   - There are no rules left in the Tertius rule set which increases the number of classified GPCRs.
   - The Tertius rule set is empty.
4. Multiple rule subsets are constructed by this process, repeating the steps 1 through 3, and terminates by the second or third stop criteria.

Algorithm 2, Minimising the number of features. The idea behind this algorithm is to minimise the number of features in the subsets. This algorithm is almost the same as the first algorithm except an extra criterion is added using lexicographic
ordering as described earlier. The rule selection must not only classify a maximum number of GPCRs but also *minimise the number of new features* added to the rule subset.

The first rule that will be added to the rule subset is found using the first algorithm because the extra criterion needs some features in the rule subset to be successful. Once the first rule is added to the subset, the next rules are tested on both criteria.

**Algorithm 3, Worst classified GPCR first.** This algorithm is based on classifying the worst classified GPCR first. In other words there is a minimum number of rules in the Tertius rule set that could be used to classify the worst classified GPCR. The algorithm uses the same methods as in algorithm 2, with one adjustment. *Rather than sequentially classifying GPCRs, the worst classified GPCR is selected and classified first.* Each time the worst classified GPCR in the unclassified GPCR set is selected for classification until all GPCR are classified. The goal of this approach is to find other classification characteristics through the use of different feature combinations in the rule subset.

**Algorithm 4, Overlapping.** This algorithm is an addition to algorithm 1, because sometimes the rule subset produced by algorithm 1 has some site effects. For example, the last rule added to the rule subset using algorithm 1 selects the first rule found in the Tertius rule set that classifies the last unclassified GPCR(s). In our case one GPCR was not classified, therefore the first rule found classifying this particular GPCR will be added to the rule subset. However this rule may only classify the only GPCR left. To make the subset more robust the last rule should be a rule that not only classifies the last GPCR(s) but also maximises the overlap with the GPCRs already classified.

To accomplish this a criterion is added also in lexicographic order, to algorithm 1, which selects rules that not only classify a maximum number of GPCRs but also *maximise the number of already classified GPCRs*. Adding redundant rules which classify an overlapping GPCR set contributes to the robustness of the rule set as described in [31].

**Combining algorithms.** Algorithm 3 already demonstrates how to combine three criteria into one algorithm using the lexicographic approach. Algorithm 4 can also be combined with algorithm 2 and 3, which is implemented in respectively algorithm 5 and 6. Combining these algorithms could be useful for getting better rule subsets and find other classification characteristics.
Amino acid group model  The amino acid group model as described in Section 2.1 was already used in the PRISM training set which resulted in an interesting finding, see Section 3.2. Therefore an additional experiment includes the use of this model in the Tertius training set.

The method as described in Section 4.1 remains unchanged. However due to problem of insufficient computer memory the number of rules and terms are limited through the parameters Tertius uses. The number of terms uses the value 2 through 5 with $k = 200$ for the maximum number of rules. Although $k = 100$ is used for the rule discovery with a maximum of 5 terms in one rule.

The goal for this additional experiment is to find out if this simplified model gains equal or better results compared to the individual amino acid based training data. In Samsonova et al. [63] the group model was used to circumvent computational problems which emerged when using the individual amino acid model. Therefore this experiment tests the hypotheses whether or not this model is useful in classification or only as preprocessing step.

4.2 Results

The result section is divided into three paragraphs. The main part contains results generated with the individual amino acid model as training set. Besides the individual amino acid model an additional experiment is done with the amino acid group model. Both models are described in Section 2.1. The final paragraph shows the findings about highly supported features which are unsuitable to characterise the olfactory receptors.

Individual amino acid rule set  Tertius generates a list of rules as described in Section 4.1. The Tertius rule set is composed of 5411 olfactory rules which cover 159 features.

In Figure 9 a 2D feature support visualisation of a GPCR is shown. Each feature is coloured according to the Tertius rule set feature support. Features that are highly supported play a very active role in classifying olfactory GPCRs. These features are orange-red coloured in the figure. The yellow coloured features are less active in classification yet they play an important role in classification, especially in combination with other features. The features coloured towards white do not play any significant role in classifying olfactory GPCRs.

The classification quality could increase by combining features with each other [28]. Indeed, almost all features are only functional in combination with other features in a rule or rule set. Accordingly the feature support in the figure only applies to a specific rule set, in this case the Tertius rule set.
Figure 9: This visualisation shows the 2D feature support of a rule set and is created using Postscript \cite{12}. The visualisation represents a GPCR within a membrane, containing the 7 transmembrane (TM) domains. The gray area represents the membrane and separates the extracellular (EC) and intracellular (IC) domains. Inside these domains the extracellular and intracellular loops respectively connects the TM regions. The feature support from the Tertius rule set is used to indicate the classification characteristics. The bars inside each TM domain represent the feature support. The features support is indicated using a spectrum with the colours white-yellow-orange-red representing the value 0 through 1 respectively.
A histogram of all features with a feature support $\geq 0.8$ is shown in Figure 10. These 26 features correspond to the orange-red coloured features in Figure 9. Furthermore there are 49 less active features between a feature support of 0.5 and 0.8. Also there are 45 features between a feature support of 0.5 and 0.25. The features below a feature support of 0.25 are unimportant for classification. Notice that from the total of 248 features, 128 features are useless for classifying olfactory GPCRs.

Figure 10: This histogram shows the 26 best features from the Tertius rule set. Each bar represents the feature support $S_{fc}$, where class $c$ is olfactory. Note that the feature rank $N_{fc}$ is not shown, because all features have 0 as rank.

**Optimised rule set**  After optimising with the same method as described in Section 3.1, 32 rules covering only 9 features where found. This rule set was optimised further using subset construction to remove irrelevant rules. The six subset algorithms described in Section 4.1 found two different rule subsets with 7 and 8 rules all covering the same 9 features. Algorithm 1, 3, 4 or 6 generated the subset with 7 rules and is chosen to be the double optimised rule set. In Figure 11 a 2D feature support visualisation shows both the Tertius double optimised rule set in Figure 11(b) and the original Tertius rule set in Figure 11(a) (only for comparison, but equal to Figure 9).
Figure 11: Comparing the Tertius rule set with the double optimised rule set.

When comparing the two rule sets some interesting differences emerge. The number of remaining features in the double optimised rule set is impressive. With only 9 features left all olfactory GPCRs, present in the training data, could be classified. The position of the features in the double optimised rule set is also very interesting. The features are only located on TM domain I, II, III and VII and none are found on TM domain IV through VI. Most features are also located very close to the intracellular (IC) domain rather than the extracellular (EC) domain. Even more impressive is their feature support. Only a number of very active features remained in the double optimised rule set, indicated by the orange-red colours. In Figure 12 the histogram shows the features rank and support of these features. All features are almost equally highly supported with a feature support of $\geq 0.8$ which indicates a very general rule set. The very high feature support is gained through the compact rule set, shown in Table 7, where multiple features share the same rule. Almost all rules have a rule support $> 0.75$. However the last rule supports only one GPCR, probably because this GPCR differs very much in sequence compared to the main part. This will be discussed later in Section 4.3.

The feature ranks indicate the importance of a feature. However it only indicates the most important feature 7.46 and least important feature 2.35 of the current rule set. This is because the feature rank must be recalculated if all rules containing a certain feature are removed.
Figure 12: This histogram shows the features from the Tertius double optimised rule set. Each set of bars represents a feature with its rank $N_{fc}$ and support $S_{fc}$, where class $c$ is olfactory.

Table 7: The double optimised Tertius rule set. Each row represents a rule with olfactory conclusion. On the left the rule support $S_r$ indicates the classification quality of that rule.

**Tertius subsets** All subset algorithms created a number of different subsets, where as only the first subset generation of each algorithm is used to compare the algorithm differences and their classification characteristics. This is done because each subset algorithm searches for the best rules according to their algorithm. So the first subsets contain the most optimal rules. The next generation of subsets will contain more specific rules, as described in Section 2.3, because the more general rules are already used in the previously generated subsets.

The first subsets generated by subset algorithm 1 through 3 are shown in Figure 13, where the 2D feature support visualisation of these subsets can be compared with each other and with the Tertius rule set, shown in Figure 13(a).

Subset algorithm 1, shown in Figure 13(b) covers other features with various feature support compared to the double optimised rule set. In this rule subset 13 different
Figure 13: Comparing the Tertius rule set with the first three subset algorithms.
features were used in contrast with the 9 features used in the double optimised rule set. The features are also located on TM I, II, III and VII, however only TM II, III and VII are most active in this classification. The less active features, coloured in yellow, are still needed to completely classify the training set.

Figure 13(c) shows the results of subset algorithm 2, where only 7 very active features are visible. One invisible feature (3.40) is almost inactive and has been coloured white. This subset is very impressive and uses only 8 different features rather than 9 in the double optimised rule set. The used features should indicate a very compact characterisation to classify olfactory GPCRs. Once more the features only occurs on TM II, III and VII, but not on TM I as in the double optimised rule set.

Figure 13(d) shows subset algorithm 3. The subset covers a totally different feature set than used in the subsets before. Equal to the double optimised rule set there are only 9 different features used in the rule set to fully classify the training set. The location of the features is once again on TM I, II, III and VII. Later on a more detailed analyses of this subset will be discussed.

In Figure 14(b) shows algorithm 4 subset 1. The subsets generated by algorithm 1 and 4 are almost identical. When comparing the rule sets (not shown), only one rule differs. Moreover the features in TM I became more active in algorithm 4. So this subset algorithm should generate more robust subsets compared to subset algorithm 1.

After comparing the first three subsets between algorithm 3 and 6, which are equal, subset four is used for comparison. Both subsets are shown in the 2D feature support visualisation in Figure 14(c) and 14(d) respectively. A few very active features are used in both subsets, because the more active features were used in the previous three subsets. The classification of both subsets depend greatly on the less active features, which are coloured yellow. Nevertheless these features combined in a rule set still classify the complete training set. Furthermore, the features are not only located on TM I, II, III and VII but also on TM IV and V. So these two subsets use different classification characteristics.

Notice that subset algorithm 5 is missing in Figure 14 because all generated subsets from algorithm 5 are equal to the subsets generated by subset algorithm 2. Apparently when using the lexicographical method, as described in Section 4.1, no rule in the training set could make a better subset.
Figure 14: Comparing the Tertius rule set with algorithm 4 subset 1 and the fourth subset from algorithm 3 and 6.
When comparing the subset more closely certain features return regularly in different subsets. All subsets and their features are shown in Table 8. Features with only one instance found in the subsets are removed from the table, because they cannot be compared.

<table>
<thead>
<tr>
<th>Features</th>
<th>Rule set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Double optimised</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Algorithm 1 subset 1</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Algorithm 2 subset 1</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Algorithm 3 subset 1</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Algorithm 4 subset 1</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Algorithm 1 subset 4</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Algorithm 6 subset 4</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: This table shows only the features from the subsets which are used more than once. A rule subset contains a particular feature if it is marked with ‘×’.

When analysing the first 4 subsets, some features are more active than others. The features in the table are almost all very active, as can be seen in Figure 13 and 14 and should give a good characterisation for classifying olfactory GPCRs. Furthermore algorithm 3 subset 1 uses a totally different feature set, as indicated before. In Figure 15 a histogram shows the feature support in more detail. The first 3 features in the histogram are also used in other subsets and listed in Table 8.

![Histogram](image_url)

Figure 15: This histogram shows the features from the first subset generated by algorithm 3. Each set of bars represents a feature with its rank $N_{fc}$ and support $S_{fc}$, where class $c$ is olfactory.

The used features have an overall feature support of $\geq 0.6$ and should indicate a robust rule set. The rule set is shown in Table 9 with a rule support of $\geq 0.6$ for each.
rule. This rule set contains three rules with only 2 terms in the body in contrast with
the double optimised rule set where 3 term body rules are more frequently used. Smaller
rules should be more robust in case an error or uncertainty occurs in one of the used
features.

<table>
<thead>
<tr>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>S r</td>
</tr>
<tr>
<td>0.801</td>
</tr>
<tr>
<td>0.772</td>
</tr>
<tr>
<td>0.688</td>
</tr>
<tr>
<td>0.639</td>
</tr>
<tr>
<td>0.599</td>
</tr>
</tbody>
</table>

Table 9: The first rule subset generated by algorithm 3. Each row represents a rule with
olfactory conclusion. On the left the rule support S r indicates the classification quality
of that rule.

**Cross-validation subsets** The used subset algorithms are tested using CV as de-
scribed in Section 2.4. The CV is validated using the individual amino acid model as
training data to test the subset algorithms. In Table 10 the CV results of all subset algo-
rithms are shown. The classification quality is impressive, the algorithms only introduce
a very small error, which is neglectable.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification quality</td>
<td>99.82</td>
<td>99.79</td>
<td>99.78</td>
<td>99.84</td>
<td>99.79</td>
<td>99.80</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.02</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 10: The average classification quality and its standard deviation for each subset
algorithm, obtained using 10-fold cross-validation as described in Section 2.4

**Amino acid group rule set** Using the method as described in Section 4.1, a rule set
with 16842 rules covering 224 features was generated and called the Tertius amino acid
group rule set. The same optimisation method as in Section 4.2 is used with subset
algorithm 3 or 6 as second optimisation. After this optimisation one rule set with 8 rules
covering 10 features called the double optimised amino acid group rule set remains. In
Figure 16 the found features are shown in a histogram. The features: 7.46, 1.43, 2.35,
2.40 and 3.46 are also used in the individual amino acid Tertius double optimised rule set.
The remaining features are used in various subsets as well. This result will be discussed
later in Section 4.3.
Figure 16: This histogram shows the features from the double optimised Tertius amino acid group rule set. Each set of bars represents a feature with its rank $N_{fc}$ and support $S_{fc}$, where class $c$ is olfactory.

**Conserved amino acids** In Figure 17 both the olfactory and non-olfactory sub-alignments\footnote{The amino acid letters are coloured according to the amino acid group model, described in Section 2.1. However in this case the colouration has no meaning other than giving the amino acids some contrast.} are presented as sequence logos \[64, 27\] similar to Figure 5. The marked features indicate approximately equal conserved amino acids which are both found in non-olfactory and olfactory GPCRs. These amino acids should play an insignificant role in classification because they do not contribute to differentiating the classification characteristics.

However these feature amino acid combinations are frequently chosen in rules generated by Tertius. Tertius uses these features because the classification quality could be increased in combination with other features. While this may be true for features like 2.45, 2.51, 4.50 and 6.50, the other marked feature amino acid combinations are approximately completely conserved over all GPCRs. If such feature amino acid combination is added to a hypothetical rule in Tertius then the rule is unique but the rule support would be approximately equal to the original rule. So the addition of such a feature amino acid combination does not increase the classification quality, although the classification quality is not decreased either.
Figure 17: Alignment of the seven transmembrane (TM) regions of the human GPCRs, shown as sequence logos of sub-alignments containing olfactory and non-olfactory receptors respectively as defined in Section 2.1. Features where the same amino acid is approximately equally conserved in non-olfactory and olfactory are marked with solid boxes.
4.3 Discussion

There are some discussion points regarding Tertius and the additional algorithms used in this section.

**Improving Tertius rule discovery**  As discussed in Section 4.2 the conserved amino acids should be pruned before the rule discovery starts. With the result that only rules without these conserved amino acids can be discovered.

**Less conserved GPCRs**  After the alignment most GPCRs have many conserved features. However there are a number of GPCRs that cannot match the induced alignment. As a result these GPCRs have only very few conserved features that could be used for classification. Nevertheless Tertius discovered a number of rules to classify such GPCRs, although these rules only have a small rule support. For example the double optimised rule set contains a rule that only classify one GPCR as discussed in Section 4.2. This kind of GPCRs lack the intermediate GPCR characteristics the alignment induced within the chosen rule set. The intermediate characteristics of a GPCR rule set could be illustrated by the 2D feature support visualisation as can be seen in Figure 9. This intermediate visualisation only shows the classification activity rather than the composition of rule set. In other words the rule set used for classification is invisible in the 2D feature support visualisation. For example the rule set generated by subset algorithm 3, also discussed in Section 4.2, contain only rules with a rule support of $\geq 0.6$ as shown in Table 9. So the 2D feature support visualisation, shown in Figure 13(d), do not show equal values like the rule support, but rather the usage of the features in these rules.

**Amino acid group rule set**  As described in Section 4.1 additional experiments are done using the amino acid group model for Tertius and related algorithms. The results show that the features found are not unique. Only other classification characteristics came forward through other feature combinations used in the rule set. So the use for the amino acid group model is not necessary. Moreover Tertius uses more computer memory and computational time for discovering rules using the amino acid group model. Because in the way Tertius works, more hypothetical rule combinations that exist can be explored, resulting in an exponential search space. As a result no computational time is gained when using this model for preprocessing.
4.4 Conclusion

Tertius uses a different approach to discover rules compared to PRISM or the Fuzzy logic method used by Samsonova et al. [63]. This approach resulted in rule sets containing more general rules compared to the very specific rules used in the PRISM rule sets. Moreover, Tertius introduces different kinds of characteristics which appear through the various rule sets generated using the optimisation and subset algorithms.

The results in Section 4.2 show a range of classification characteristics in contrast with [63] where only one characterisation is presented. Nevertheless, some features are also found in our results. Yet their impact on classification is completely different.

The 2D feature support visualisation as shown in Figure 9 shows the complete set of features that can be used to characterise the olfactory GPCRs. Various subsets are extracted from the Tertius rule set, using the optimisation and subset algorithms. These subsets introduce various intermediate GPCR characteristics that could characterise the olfactory GPCRs.

In conclusion Tertius has an outstanding ability to discover rules compared to PRISM or the method used by Samsonova et al. [63]. The goal to find various characterisations has been reached using the subset and optimisation algorithms. With this result in mind it can be concluded that the olfactory GPCRs can be classified using rule sets which cover various characterisations.
5 Discussion

In this section a number of areas related to GPCRs are discussed. First a comparison between motifs and the results found in the Tertius section are discussed. After that the MSA will be discussed because the results in this thesis depend greatly on the chosen alignment. Continuing with the importance of uncovering the true 3D structure of GPCRs, where structural alignment could be an alternative for the MSA. This section ends with some words regarding the developed visualisation and possible future work.

Motifs  The most common characterisation method in literature to classify proteins are motifs. Motifs are based on chronological sequences of conserved amino acids \([45, 79]\) which characterise a certain protein class. Several motifs are characteristic for olfactory GPCRs as already discussed in Samsonova et al. \([63]\). The features found in this thesis also contain the conserved amino acids used in the motifs \([45, 79]\) located on the transmembrane (TM) domains. However the features are not necessarily in sequential order but found throughout the TM domains, which is also the case in Samsonova et al. \([63]\).

The idea behind motifs is that the conserved sequence represents a key structure which is associated with functions of the receptor, like the binding side for both ligand and/or G-protein \([5]\). When reviewing the non-sequential features from the Tertius section, no obvious structure can be specified that could associate to a receptors function. Nevertheless the found features should reveal characteristic locations when mapped upon the bovine rhodopsin model. In other words the areas around a very active feature should play a significant role in classifying the olfactory receptor class. These characteristic locations could also play an active role in the receptor’s structure and its function, which will be discussed later on.

Both the results in this thesis and the motifs are based on a chosen multiple sequence alignment (MSA), which uses the structural knowledge of bovine rhodopsin. However a MSA could be generated using other specific criteria which may introduce a better alignment for the olfactory receptor.

Alignments  Besides the multiple sequence alignment (MSA) used in the GPCRDB \([30]\) other MSA methods could be used to find other desirable GPCRs alignments. For instance, the MSA used in the GPCRDB, release February 2004, uses predefined transmembrane (TM) domains. However in the new release of March 2005, the numbering system has been modified and now concerns helices and not the TM domains \([41]\). As a result the non-transmembrane helix 8 has been added. At the same time TM domain 1 through 7 are already helices, so helix 8 is only an addition to the model. This illustrates the choice of adopting other models in a multiple sequence alignment (MSA).
There are some methods which use raw sequences rather than aligned ones. For example, the alignment-independent [39] or alignment-free [53] methods which are used to classify GPCRs suggest that an alignment is not needed. However, some sort of intermediate alignments are made inside the used algorithms. For instance, the alignment-independent method makes use of self-organising maps [37, 68]. Other methods, which use unaligned sequences, characterise the sequences using a composition of amino acid \( n \)-tuples [15] or pairwise posterior probabilities [61]. Using only the sequence for classification methods like Nearest Neighbour approach (BLAST) [44], Hidden Markov Model (HMM) [20] and Support Vector Machines (SVMs) [33, 14] are frequently used.

As indicated before, GPCRDB uses a predefined set of transmembrane (TM) domains. These TM domains are hydrophobic and should remain inside the membrane due to their hydrophobic character. There are more alignment methods that are focused on structural elements like thermodynamic stability [16], where the stability of the amino acid pairs are taken into account. Just recently, some progress has been made to use structural information from known proteins to be used in the effort to get a better structural alignment [57, 2].

3D Structure  As already described in Section 2.1, the true three-dimensional structure of GPCRs is still not known. However, when using the known 3D structure of bovine rhodopsin [54, 49], which is of the same class as olfactory, GPCRs could be modelled using this structure as a template. This can only be done because the majority of the GPCRs share the seven transmembrane (TM) helix topology [78]. However, some GPCRs are predicted to have structures which may diverge from that of bovine rhodopsin [60].

It is crucial to comprehend the true 3D structural information so it can be used to unravel its function. For example, the bovine rhodopsin model is a static model yet the GPCRs are dynamic when interacting with a ligand. So the activated structure of rhodopsin may provide important information which could be useful for pharmaceutical drug design [5].

The methods used in this thesis to find characteristic amino acid combinations for classification might also be useful in structure prediction. Using structural alignment [6] rather than multiple sequence alignment (MSA) should uncover important positions within the 3D structure. These structures may reveal key information on the functional behaviour of GPCRs. Proteins of the same class frequently share secondary structures, like helices in GPCRs. The arrangement of these local structures may be in a different order as appears in the sequence. When aligning these local structures, different topologies can be exploited [77, 38]. Structural information is also used to predict G-protein coupling selectivity [75] which is also useful from the viewpoint of drug design.
Furthermore, homology modelling of GPCRs and using the interaction between theory and experiment may provide useful information to simulate the dynamic structure of the receptors in the process when a ligand is binding.

The field of structural based methods is very active, because it might be possible to predict the function and metabolism of a drug target directly from its 3D structure. This also could make the requirement for animal testing obsolete in due time.

**Visualisation**  The visualisation model used to visualise the feature support of a rule set, as shown in Figure 9, could be used to visualise other data. For example data like entropy, consensus, mutation activity, etc. could be visualised upon the 2D GPCR model. This model can be found in the Rule set Optimisation Package as described in Appendix A.

**Future Work**  As previously discussed, it is interesting to investigate the kind of characteristic compositions a structural alignment or other specialised alignments could introduce.

Furthermore the additional subset algorithm could be enhanced or new algorithms could be inserted only to select special features. These features should be selected on experimental feasibility or features where experimental data already exist. With this in mind, biological experiments could be done to gain specific results.

The characteristic composition of other GPCR classes and or proteins besides the olfactory receptors should be investigated. The methods described in this thesis should also be analysed and tested if they are valuable to pharmaceutical drug design.
6 Conclusions

This thesis provides a method of finding characteristic amino acid combinations in the olfactory G protein-coupled receptors (GPCRs). Based on multiple sequence alignment (MSA) and rule discovery, two methods were used to find these characterisations.

First a very simple method called PRISM was tested and induced a rule set which classifies the olfactory training set. In spite of using an optimisation method the induced rules were too specific and resulted in an overall low feature support. Accordingly almost all features present in the rule set were unusable to be characteristic for the olfactory receptors.

Second a more complex algorithm, Tertius was tested. Together with some additional subset algorithms and the optimisation method multiple characterisations came forward. The best subsets contain highly supported features which indeed are very characteristic for the olfactory receptors. Moreover the rule subsets successfully classify the olfactory GPCRs using these characteristic features.

Overall the Tertius algorithm combined with additional methods introduced a very reliable way to find characteristic feature combinations. Furthermore the resulting characterisations are non-sequential in contrast with the well known motifs, this may provide new insights on biological experiments. Moreover when combining these methods with structural alignment, it could result in a new understanding in characteristic structural elements within the 3D structure of GPCRs.
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Appendix

A Software

The Rule set Optimisation Package includes the following items, which are described shortly in the next subsections:

- Rule set Optimisation Application (RSOA).
- Additional scripts.
- 2D GPCR visualisation.

A.1 Rule set Optimisation Application

The Rule set Optimisation Application (RSOA) is a command line based program written in C++. The application is still in a development stage and includes the following methods: Classification, Optimisation, Subsets generation and Cross-validation. A short description about the components is described in the paragraphs below.

Classification  The classification quality as defined in Section 2.2 classifies the training set using a given rule set.

Optimisation  The optimisation method as described in Section 3.1 is implemented and can automatically optimise a rule set toward a given classification quality.

Subsets generation  The subset algorithms, which are described in Section 4.1 are implemented to be used individually. Using a training set and a rule set, the subset algorithm generates multiple rule subsets according to the selected subset algorithm.

Cross-validation  The cross-validation (CV) method as described in 2.4 has been implemented. Besides the implementation some shell scripts were used to automate the steps involved. The implementation is used internally to measure the introduced error of the optimisation and subset algorithms and externally to measure the error that PRISM introduced.
A.2 Additional scripts

A number of scripts are used in combination with the RSOA. The scripts are involved in converting the Weka [74] PRISM and Tertius output to the space separated value file format used by RSOA, where the values are separated using white spaces. The conversion scripts are written in Perl. A few other scripts are only needed to simplify the removal of features, positions or to generate files needed by the RSOA.

A.3 2D GPCR visualisation

Also included in the Rule set Optimisation Package is the 2D visualisation which visualises the feature support of a rule set as shown in Figure 9. The visualisation was made using Postscript [12] and can be modified to include other data besides the feature support. Currently the visualisation can only be edited manually by editing the postscript file. However this process could be automated using a simple script.
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