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1 Introduction

Cellular automata were initially developed as a model for crystal growth, and since then many more parallels with other natural phenomena have been uncovered. For example the patterns on seashells and other organisms, the shapes of leaves, and the arrangement of stems and branches in plants. Studying the properties of cellular automata may help us understand these processes better. Aside from the natural aspect, CAs can also be potentially useful in the following ways:

- Cryptography [8]
  Cellular automata can be potentially useful in the field of cryptography. In general, CAs are not reversible, that is, given a global state of the CA, it is difficult or even impossible to find the previous state. However, the designer
of the rule can create it in such a way as to be able to easily invert it. This would seem to make it a trapdoor function, which makes it suitable for use in public key cryptography.

- Computer Graphics
  Currently the possibility of using cellular automata as a tool for generating computer graphics is being investigated. Already they are used to easily and quickly create snowflake-like crystals[1], or to simulate peeling or other surface textures for 3D modelling[6].

- Random number generators [9] [7]
  Due to the often chaotic nature of cellular automata, they can serve as processes for generating random numbers.

- Electronic Art [3]
  Cellular automata often yield pleasing pictures, so the question arises, could we do the same with sound as the output? Several schemes have been proposed to generate music using cellular automata, for example one could assign a note or chord to every cell or to every state of a cell.

2 What are Cellular Automata?

A cellular automaton, or CA for short, is a collection of interacting cells, spatially organized on a grid, each of which can assume a finite number of different states. At each discrete timestep \( t \), the cells are updated according to some transition rule. This transition rule looks at the states of neighbouring cells, and depending on their values, and the state of the cell itself, determines the state the cell will assume at time \( t + 1 \). The transition rule is applied in parallel to all cells, and each application of the rule to the entire grid leads to a new generation of the CA. This relatively simple model can lead to quite complex and diverse behaviour.

The simplest type of cellular automaton is the one-dimensional CA. Here the cells are arranged on a single line, and each cell looks to its left and right neighbours to decide its next state. How far left and right it looks, is determined by the radius. By graphically placing the one dimensional cell arrays of consecutive generations underneath each other, complex patterns can be observed. An example of this can be seen in Figure 1.

![Figure 1: Graphical representation of a one-dimensional CA](image)
This principle can easily be extended to two or more dimensions. Though for the two dimensional case only the current state can be visualized on a 2D plane, not the entire history.

2.1 Transition rules

Stephen Wolfram introduced a way to represent all possible transition rules simply as numbers \(^{10}\). To illustrate this method, consider the one dimensional two-state cellular automaton:

Transition rule \( \Theta \) can be represented by \( R = \{b_1, b_2, \ldots, b_{2^{2r+1}}\} \) where \( r \) is the radius, and \( b_i \) is the output of the transition rule for the mapping of the input to \( 2^{2r+1} - i \).

For example \( R = \{0, 1, 1, 1, 1, 1, 0, 0\} \):

<table>
<thead>
<tr>
<th>Neighbourhood state</th>
<th>111</th>
<th>110</th>
<th>101</th>
<th>100</th>
<th>011</th>
<th>010</th>
<th>001</th>
<th>000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Now we can use the decimal notation of our bitstring \( R \) to represent this rule in Wolfram notation, so here the rule would be 01111100\(_2\) = 124.

For \( k > 2 \) possible states for each cell, this technique can also be applied, but now we do not interpret the rule as a binary number, but as a base-\( k \) number.

The number of possible rules grows explosively with increased neighbourhood size and number of possible states of each cell. Say there are \( n \) cells in the neighbourhood, and each cell can assume \( k \) different states, then the total number of different possible transition rules is: \( k^{kn} \). This number grows incredibly quickly with increasing values of \( k \) and \( n \). The amount of memory required to store a rule is \( k^n \) bits.

2.2 Totalistic CAs

Introduced in 1983 by Stephen Wolfram, totalistic CAs are a special class of CA in which the transition rules depend only the total (or equivalently, the average) value of the neighbouring cells. This approach drastically reduces the total amount of different possible rules. If there are \( n \) cells which can each be in a state numbered between 0 and \( k-1 \) then the highest total value of the cells is \( n(k-1) \), and the lowest is of course 0. Every value in between is also possible, making the total number of different cases \( n(k-1) + 1 \) and thus the total number of possible rules becomes \( k^{n(k-1)+1} \). The best known example of a totalistic CA is Conway’s Game of Life \(^4\) in two dimensions.

2.3 Neighbourhood Types

There are different neighbourhood types one can use for a two dimensional CA. The most commonly used are the Moore and von Neumann neighbourhoods (Figure 2). But of course, one can define any set of cells as the neighbourhood. Here we define two additional neighbourhood types, the cross and plus neighbourhoods (Figure 3).
Note that the von Neumann and plus neighbourhoods are identical for a radius of 1.

The Moore and von Neumann neighbourhoods are widely used because they are good abstractions of biological and chemical processes, as nearby cells have greater influence than cells further away.

![Moore and Von Neumann neighbourhoods]

Figure 2: The standard neighbourhoods (radius 1 and 2).

![Cross and Plus neighbourhoods]

Figure 3: The custom neighbourhoods (radius 1 and 2).

Aside from choosing a neighbourhood type, one must also decide on a radius, which is a parameter that determines how far the neighbourhood extends.

### 2.4 The Cyclic CA

In the cyclic cellular automaton, first introduced by David Griffeath [2], each of the \( k \) different possible states, are assigned a number from 0 to \( k - 1 \). At each discrete timestep, a cell of state \( i \) will change into state \((i + 1) \mod k\), if there are at least a threshold of \( \tau \) neighbouring cells that are of state \( i + 1 \). This means that every cell will change to the next state if it reaches the necessary threshold, and a cell of state \( k - 1 \) can change into state 0, hence the cyclic nature of these automata.

### 3 Research Questions

The research questions asked in order to investigate the behaviour of the two-dimensional cyclic CA are:

1. Which different classes of behaviour can be identified?
2. Which parameter settings lead to which kind of behaviour?
3. Does a specific set of parameters always yield the same class of behaviour, or can differences in the initial universe lead to different behaviour for identical parameters?

4. If a cyclic pattern has emerged, can we say anything about the (global) cycle length, and how this relates on the parameters and/or canvas size?

To answer these question, both theoretical and experimental analysis will be used.

4 Results

To answer the research questions, we can run the program for different parameter settings and observe the behaviour. The program is also able to determine the (global) cycle length of the CA when cyclic behaviour occurs, and if there is a convergence to a stable state, it will output the number of generations passed before convergence.

4.1 Theoretical results

For the cross neighbourhood, a theoretical analysis of the neighbourhood shape led to an interesting observation and also explains the somewhat unusual behaviour of this CA.

4.1.1 The Cross neighbourhood

Recall from Figure 3 that for the cross neighbourhood, the neighbourhood consists of the cells found diagonally in any direction. This means that there essentially are two independent interlaced cellular automata. Consider a chess board, with pieces which can only move diagonally. Pieces that start on a white square, will always remain on a white square, and will never encounter pieces that started on a black square. Similarly, for the cross neighbourhood, white cells will only be influenced by other white cells, and the same holds true for the black cells. Because of this, the collection of all white cells form one CA, and collection of all black cells form another, completely independent CA. In Figure 4, the two interlaced CAs can clearly be distinguished.

Figure 4: Two interlaced cellular automata
We can untangle the two CAs and arrange the cells back into a grid to see what the neighbourhood would look like. We do this as follows: imagine the chess board again, start by removing all black squares and squeezing all the white ones together to fill the gaps. More precisely, the $i$th cell of each row of the resulting CA will be the mapping of the $i$th white cell of the original. The same can of course be done for the black squares.

![Chess board representation of CA]

(a) odd rows  (b) even rows

Figure 5: Mapping of the neighbourhood for the interlaced Cross CAs

These embedded neighbourhoods are axis symmetric but not point symmetric. Also, the neighbourhood used in these embedded CAs are different for odd and even rows. This means the CA does not have one single neighbourhood for all cells, but rather two different, vertically mirrored, neighbourhood types, one for even rows, the other for odd rows. The other embedded CA (the one consisting of all the ”black” squares), has the same two neighbourhood types, but those of the even and odd rows are now interchanged.

4.2 Empirical Results

Most of the following results were obtained by simply running the program for different setting and (qualitatively) observing what happens.

4.2.1 Which types of behaviour can be identified?

Four different classes of behaviour can be identified for the two-dimensional cyclic CA:

1. **Convergence to a stable state**
   - There are no more changes to the universe after a certain point.

2. **Organized behaviour**
   - Emergent behaviour appears, in the form of one or more spirals. This category can be further divided as follows:
     - Diamond spirals
     - Square spirals
     - Octagonal spirals
• Circular spirals
• Non-spiral cyclic behaviour

Here cyclic behaviour is occurs, but not in the form of spirals, but for instance bands of colours chasing each other from one side of the screen to the other.

NOTE: Perfectly circular spirals are of course not possible in a grid of square cells, but any polygonal shape with more than 8 sides, is classified as a circular spiral.

![Diamond Spirals](image1)
![Square Spirals](image2)
![Octagonal Spirals](image3)
![Circular Spirals](image4)
![Non-Spiral](image5)

Figure 6: Types of organized behaviour

3. Fluctuation

In this class of behaviour, which we will call fluctuation, at every timestep, every cell is changed to the next state. This means the cycle length is always the same as the number of possible states. In this category, there is some fixed pattern, which cycles through all the states. This pattern can either be the initial state, which just "flickers" through all the colours, or this behaviour can occur after there has been some degree of clustering.
4. Deterministic Chaos

Before the organized behaviour emerges, the automaton goes through a so-called transient phase. Sometimes this phase can persist for a very long time. Just because no organized behaviour is observed in these cases, does not mean it will not in the future.

Because there are only a finite number of cells, at some point, the automaton MUST return to a universe it has already been in once before. For the automaton’s behaviour to be classified as *deterministic chaos*, it must visit ALL possible (global) states, before repeating any previously visited states.

Verifying that a behaviour is indeed *deterministic chaos* is however, not an easy matter. The only way to know that *deterministic chaos* has occurred, is to observe all possible states of the CA without any repeats. But for an $N \times M$ matrix, there are a total of $k^{NM}$ different universes. So a 4-coloured 200x300 CA (like the one in the program) has $2,29 \times 10^{3612}$ possible universes. So even if it were possible to calculate a billion generations per second, the time it would take to generate all possible universes would still far exceed the time elapsed since the big bang.

If for some setting no emergent behaviour has arisen within 100,000 generations, we will classify its behaviour as *Deterministic Chaos*. However, this does not guarantee that this is strictly correct, and that at no point in the future one of the other classes of behaviour will emerge, but merely that we do not have the time to verify this.

4.2.2 Do the same parameters always lead to the same class of behaviour?

In short, it can be said that the same parameters do not always lead to the same class of behaviour for different random initializations. In the vast majority of cases, the same type of behaviour will emerge every time for the same settings regardless of the particular random initialization. However, occasionally a difference in the
random initialization of the CA can lead a different class of behaviour. An example of this occurs for the 4-coloured case, with a Moore neighbourhood, a radius of 1 and a threshold of 2. In approximately 90% of the cases (tested over 30 runs of the program), organized behaviour in the form of diamond spirals will evolve and settle into a cyclic pattern. (see Figure 8)

![Figure 8: Most common behaviour](image)

However, in approximately one in ten runs of these settings, certain disturbances form and can eventually take over the entire grid (fig 9). Once this has happened, each cell updates at every step, and thus this case falls under the category *fluctuation*.

![Figure 9: less common behaviour](image)

Another example is that for certain setting, usually having thresholds on the lower end of the range, for some initializations of the grid, it will converge to a stable state, because not enough cells reach the threshold, while for certain other initializations just enough activity arises to bring the automaton over some kind of *critical momentum*, leading to cyclic behaviour.

### 4.2.3 Which parameter settings result in which type of behaviour?

Depending on the initialization method, the program can be run once or many times for each setting in order to investigate the behaviour of the CA.

**Sparse initial universes**

For the two-state cyclic CA, it might be interesting to look at the behaviour for sparse initial universes, that is, only one cell of state 1, while the rest is of state 0.
To get any interesting behaviour, threshold had to be 1, otherwise everything would become of state 0 after one generation, and stay that way.

• **Moore**
  For this neighbourhood, a square-shaped pattern evolved, consisting of bands alternated in colour. The width of these bands is always equal to the radius. An overview of the evolution in this case can be seen in figure 10.

![Figure 10: Moore, evolution from t=0 to t=8, radius 2](image)

• **von Neumann**
  The behaviour using the *von Neumann* neighbourhood is similar to that of the *Moore* neighbourhood, except here the basic shape was not a square, but a diamond. (see Figure 11)

![Figure 11: von Neumann, radius 5, generation 7](image)

• **Plus**
  For this neighbourhood, the behaviour was a bit more complicated. Figure 12(a) shows the behaviour for a radius of 1. Here at every timestep, another "layer" is added around the boundary, so the diameter at its longest point is always $2 \times t + 1$ cells.

![Figure 12: Plus neighbourhood after 6 generations for different radii](image)

But changing the radius to 2 or higher, does not simply lead to thicker squares in the pattern. In figure 12(b) the pattern for higher radii is shown. A radius
of 2 is the same as higher radii, except again for the "thickness" of the squares (and length of the lines).

• Cross
  The Cross neighbourhood is similar to the Plus neighbourhood, except the pattern is rotated 90 degrees, to resemble a square, and for radii ≥ 2, the areas that were solid squares under the Plus neighbourhood are now checkered squares (due to the disjoint neighbourhoods explained in section 4.1.1).

![Cross neighbourhood](image)

(a) radius 1   (b) radius ≥ 2

Figure 13: Cross neighbourhood after 6 generations for different radii

**Uniformly distributed initial universes**

In the case of uniformly distributed random initial universes, there is a lot of randomness in the initial configuration, and the behaviour may vary between separate runs using the same parameters. Therefore, the program should be run several times to find the most common class of behaviour. This also allows us to answer the research question: *Will the same settings always lead to the same class of behaviour?*

Also, to be able to give an accurate estimate of the convergence time and cycle length, we will have to average over several runs of the program. These were the results for the four-state and the sixteen-state CA:
4 Colours

<table>
<thead>
<tr>
<th>Neighbourhood</th>
<th>Radius</th>
<th>Threshold</th>
<th>Type of behaviour</th>
<th>Average convergence time</th>
<th>Cycle length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moore</td>
<td>1</td>
<td>1</td>
<td>fluctuation</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>organized, diamond spirals</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>organized, octagonal spirals</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>convergence to stable state</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>fluctuation</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>organized, octagonal spirals</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>organized, circular spirals</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>organized, diamond spirals</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>deterministic chaos</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td></td>
<td>2500</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>11</td>
<td></td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td></td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
<td>convergence</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16-24</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Von Neumann</td>
<td>1</td>
<td>1</td>
<td>fluctuation</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>40</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>convergence</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>fluctuation</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>organized, octagonal spirals</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>deterministic chaos</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td>200</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>convergence</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9-12</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Plus</td>
<td>2</td>
<td>1</td>
<td>fluctuation</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>organized, octagonal spirals</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td>104</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td>17</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The observed behaviour, cycle length, and convergence time for the 4-state CA with different radii and neighbourhood types.
### 16 colours

<table>
<thead>
<tr>
<th>Neighbourhood</th>
<th>Radius</th>
<th>Threshold</th>
<th>Type of behaviour</th>
<th>Average convergence time</th>
<th>Cycle length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moore</td>
<td>1</td>
<td>1</td>
<td>fluctuation</td>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6-8</td>
<td>6-8</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>von Neumann</td>
<td>1</td>
<td>1</td>
<td>organized, diamond spirals</td>
<td></td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>organized, non-spiral occasionally convergence</td>
<td>2000</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plus</td>
<td>2</td>
<td>1</td>
<td>fluctuation</td>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6-8</td>
<td>6-8</td>
<td>convergence</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2:** The observed behaviour, cycle length, and convergence time for the 16-state CA with different radii and neighbourhood types

**NOTE:** for the *Plus* neighbourhood, radius 1 is not shown in the tables because it is identical to the *von Neumann* neighbourhood with radius 1.

### Conclusions

From the results we can see that in all cases, when changing threshold from low to high, and keeping all other parameters constant, the behaviour goes from *fluctuation* for the low thresholds, through *organized behaviour/deterministic chaos*, to *convergence* for high thresholds.

This behaviour is not surprising, because for lower thresholds, every cell will easily have enough neighbours of the next colour, and will always change to the next colour, which leads to *fluctuation*. And for high thresholds, not many cells have enough neighbours of the next colour, and so not a lot of cells will change value, which causes convergence to a stable state. In between lies the area of complexity, where organized cyclic behaviour appears.

In fact, changing any one parameter from low to high, whether it be the number
of colours, the radius or the threshold, and keeping the others constant, the observed behaviour goes through these same pattern. Fluctuation for low values, convergence to a stable state for high values, and complexity or deterministic chaos in between.

Our fourth and final research question was: *If a cyclic pattern has emerged, can we say anything about the (global) cycle length, and how this relates on the parameters and/or canvas size?* When we do observe complex behaviour, the cycle length can vary between separate runs with the same settings, but it must always be a multiple of the number of possible states per cell. Usually when complex behaviour is observed, a number of spirals appear, and grow bigger and bigger until they fill most of the screen. How the space in between these spirals is filled, determines the exact cycle length, so the same settings can lead to the same type of behaviour, but with a different cycle length. In the case of non-spiral cyclic behaviour, cycle length can also differ, but in the case of bands of colours moving from one side to the other, the cycle length will always be the width of the CA (or height if the stripes move from top to bottom).

5 Java Program

The Java application is intended as an educational tool and as a way to interest users in the subject by showcasing as many of the interesting and often wondrous properties of cellular automata.

There are 5 different subprograms, implemented as different tabs in the main program. The subprograms all have some standard features in common. There are buttons at the top of the control panel to start the evolution of the CA, to stop it, to take a single step forward, and to go a single step backwards. There is a restart button which resets the CA to its original state, and a random button which randomly initializes the CA. The five different subprograms are:

1. **2D Cyclic**

   This implements the two dimensional cyclic cellular automaton. Apart from the standard buttons, there is one more button labelled *snapshot*. When this button is pressed, the program remembers the current state of the CA and for each state in the future, checks if it is the same as this one. If it is identical, a cycle has occurred, and the program reports this along with the length of the cycle (how many generations passed before same state was observed again).

   Furthermore, a choice of neighbourhood can be made using a drop-down menu. Also, the radius and the number of states per cell can be chosen. The threshold can also be set using a scrollbar. Here, the maximum value is automatically adjusted to the neighbourhood type and radius, so that the threshold can never exceed the total number of neighbours.

   An added feature for this particular subprogram, is that it reports when convergence to a stable state has occurred, and after how many generations.

2. **1D Cyclic**

   This is the one dimensional version of the cyclic CA. Here the only parameters
are threshold, radius, and the number of states each cell can be in. Again a snapshot can be taken to detect cycles.

3. 2D Parity

This particular instance of a totalistic CA, first described by Edward Fredkin around 1960 \cite{5}, produces interesting and quite amusing results. Every cell can be in one of 2 states. The transition rule here is a simple \textit{modulo-2} operation on the total value of all the neighbours. The effect that is observed here is that every $2^k$, $k = 0, 1, ..$ generations, the configuration we started with is duplicated at exactly the positions of the neighbours themselves. At every next $2^k$ generations, the distance of those duplicates has doubled. Below is an example that uses a von Neumann neighbourhood of radius 2. Starting from the initial configuration, we see complicated patterns emerge until at generation 8 we recognize four copies of the initial figure, and again at generation 16, but now further apart.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure14}
\caption{evolution of a 2-state Modulo CA}
\end{figure}

We see that here the copies of the original figure are positioned at the top, bottom, left and right of the original, exactly the positions in the \textit{von Neumann} neighbourhood. If we use a radius of 2 instead of 1, the 16th generation looks like this:

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{figure15}
\caption{generation 16 for \textit{von Neumann} neighbourhood, radius 2}
\end{figure}

And were we to use a \textit{Moore} neighbourhood, the 16th generation would look like this:

So we see that the duplicates always end up exactly at the positions of the neighbours, and the distance doubles at every next power of two.

This effect will always appear, no matter what initial picture is used, though the bigger the initial picture, the longer it may take to see the copies, because at the lower powers of two, the copies will overlap, making them indistinguishable.
The principle can be extended to higher-state CAs as well, but here the effects are slightly different.

In the program, some pre-coded initial pictures can be selected, or alternately, custom initial states can be drawn onto the canvas, each mouse click updating the state of the cell to the next colour. (To get the picture of the example, pick the clover option from the menu.)

4. **1D Standard**

This is a standard one-dimensional CA. A rule number can be entered and the number of states and radius can be selected. There is a box that can be checked to make it a totalistic CA. The maximum rule number is always displayed as well, so users know how high they can choose their rule number. For large neighbourhoods and/or many states, the number of possible rules explodes and can become more than the program can handle, therefore for those setting the maximum rule number is the highest that can be entered into the program, not the total number of theoretically possible rules.

5. **Game of Life**

This is an implementation of the popular Game of Life first created by John Conway. This is an instance of a two dimensional, two-state, totalistic CA using a Moore neighbourhood with radius 1, in which the following transition rules apply:

(a) Any living cell with fewer than two living neighbours dies, as if by loneliness.
(b) Any living cell with more than three living neighbours dies, as if by over-crowding.
(c) Any non-living cell with exactly three living neighbours, comes to life.
(d) In all other cases the state of the cell remains unchanged.

Here different initial configurations can be selected from a dropdown menu. Alternately, a custom pattern can be drawn on the grid using the mouse. Clicking the right mouse-button clears the screen.

5.1 **Recommended settings**

Finally, let us list some of the parameter settings which nicely illustrate some of the different classes of behaviour:

- **Diamond Spirals**
• **Fluctuation**
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