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1 AbstractTo describe the semantics of 1-safe Petri Nets Mazurkiewicz trace theory is su�-cient. But for the semantics of more general concurrency systems Mazurkiewicztraces are not enough. In this thesis several generalizations of Mazurkiewicztraces are compared in a framework based on pre�xes and partial orders. Theso called crop traces, a generalization described by Biermann and Rozoy, are themost general traces. This generalization is based on right-congruences, just likethe local traces described by Hoogers. However Bauget and Gastin describe tracesbased on congruences. The relations, by which the congruences are induced, canbe restricted to context commutations relations, leading to cc traces, left- orright-context commutations relations, leading to lcc and rcc traces, left-contextcommutations with a limited left-context, leading to k-context and �k-contexttraces. Properties of these generalizations have been investigated, which lead toa hierarchy of generalized traces, as shown in �gure 72.
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2 IntroductionIn a concurrent system events do not necessarily take place in a sequentialfashion. Events, which are not causally related and do not share common re-sources, may occur independently of one another. The trace theory developedby Mazurkiewicz, see [M87], provides a means to describe the behaviour ofconcurrent systems using a globally de�ned binary independence relation be-tween events. Petri nets are a well-known model of concurrent systems andMazurkiewicz' trace theory has been successfully used to describe the semanticsof so-called 1-safe Petri nets in terms of non-con
icting runs of the net. A Petrinet is 1-safe if it has the property that no execution of it according to the �ringrule leads to a place with two or more tokens.For more general nets however Mazurkiewicz traces are too restricted. Whena place may contain more than one token, concurrency and con
ict between tran-sitions depend on the current state of the net. Thus the concurrency can no longerbe captured in a global binary independence relation. Mazurkiewicz traces havebeen generalized in various ways and in this thesis we will investigate some ofthese generalizations.The framework within which we carry out our investigations and comparisons,consists of partial orders and a speci�c kind of edge labelled event-preservinggraphs associated with equivalence classes of words (traces). All the notionsand terminology concerning words, sets, relations, and equivalences are de�nedin section 3 and those concerning the graphs are de�ned in section 4. The lastpreliminary section contains all the notions and terminology concerning the par-tial orders. After these preliminary sections 3 through 5, which �x our notionsand terminology concerning equivalences, graphs and partial orders, we describein section 6 the Mazurkiewicz trace theory. In the next section 7 two kindsof generalizations, crop traces from [BR95] and cop traces from [BG95], of theMazurkiewicz trace theory are handled. Other generalizations, local traces from[H94], cc traces, lcc traces from [BG95], rcc traces, and k-context traces from[BR95], are considered in section 8.

5



3 PreliminariesIn this section we �x general notations and conventions used throughout thepaper. This section is divided into four subsections. In the �rst subsection wede�ne all the notions and terminology concerning words of an alphabet. There arealso some functions on words given. In the next subsection we give the notationsand conventions for a set (or an alphabet) and functions on sets. Then thesubsection for relations, binary relations and labelled binary relations, follows.The last subsection concerns the equivalences.3.1 WordsLet A be an alphabet. By � we denote the empty word. The concatenationbetween two words w; v 2 A� is denoted by w �v. We usually write wv. If u = wvthen we call w a pre�x of u. The length of a word w 2 A� is denoted by jwjand de�ned in the following way: j�j = 0 and jwaj = jwj + 1 if a 2 A. Fora word w 2 A� we write jwja if we mean the number of occurrences of a lettera 2 A in w. We de�ne j�ja = 0 and for all x 2 A� and b 2 A jxbja = jxja + 1if b = a and jxbja = jwja otherwise. The word v is a permutation of the word wif jvja = jwja for all a 2 A. The set of all letters occurring in a word w 2 A�,denoted by alph(w), is de�ned in the following way: alph(�) = ; and, for allx 2 A� and a 2 A, alph(xa) = alph(x) [ fag. The set of events of A, denotedby EA, is de�ned as EA = f(a; i)j a 2 A and i 2 NI g. The enumeration functionev : A� ! EA is de�ned by ev(�) = ; and ev(wa) = ev(w)[f(a; jwja+1)g for allw 2 A� and a 2 A. The raise function tu : EA ! EA, where u 2 A�, is de�nedby tu((a; i)) = (a; i+ juja) for all (a; i) 2 EA. The labelling function lA : EA ! Ais the function de�ned by lA((a; i)) = a for all (a; i) 2 EA.Let f : A ! B be a total function from A to some alphabet B. Let � be theconcatenation in B. The homomorphic extension of f to A� is also denoted byf and is de�ned in the following way f(a1 : : : an) = f(a1) � : : : � f(an) for ai 2 Awhere 1 � i � n 2 NI . In particular the labelling function lA and raise functiontu will be used as homomorphisms.3.2 SetsLet S be a set. Let S1; S2 � S. The di�erence of two sets S1 and S2 is denoted byS1nS2. The number of elements of the set S is denoted by jSj. The set of �nitesubsets of the set S is denoted by Pf(S) and de�ned as fS 0 � Sj S 0 is �niteg.Let A be an alphabet. A non-empty set S � A� is event-preserving if jvja = jwja6



for all a 2 A and v; w 2 S. We extend ev to event-preserving sets V by settingev(V ) = ev(w), where w 2 V . Note that ev(V ) is well-de�ned in this way.Prefix(S) is the set of pre�xes of S and is de�ned as Prefix(S) = fw0 2A�jw0x = w for some x 2 A� and w 2 Sg.Let A be an alphabet and let S � A. The set of linearisations of S, denoted byLin(S), is de�ned as Lin(S) = fw 2 S�jjwja = 1 for all a 2 Sg.Let S; S 0 be sets. Let f : S ! S 0 be a function. We denoted by f jS1 the restrictionof f to S1. f is a total function if f(s) is de�ned for all s 2 S.Let f : S ! S be a function. The function f is injective if whenever f(s1) = tand f(s2) = t for some s1; s2; t 2 S then s1 = s2. f is surjective if for all t 2 Sthere exists s 2 S such that f(s) = t.3.3 Relations3.3.1 Binary relationsLet N be a set and let R � N � N be a binary relation over N . Instead of(p; q) 2 R for p; q 2 N we may also write pRq. R is re
exive if (p; p) 2 Rfor all p 2 N . R is irre
exive if (p; p) =2 R for all p 2 N . R is injective iffor all p1; p2; q 2 N whenever (p1; q) 2 R and (p2; q) 2 R then p1 = p2. R issurjective if for all p2 2 N there exists a p1 2 N such that (p1; p2) 2 R. R isbijective if R is injective and surjective. R is transitive if for all p1; p2; p3 2 Nwhenever (p1; p2); (p2; p3) 2 R then (p1; p3) 2 R. R is symmetric if (p1; p2) 2 Rimplies (p2; p1) 2 R for all p1; p2 2 N . R is anti-symmetric if (p1; p2) 2 R and(p2; p1) 2 R implies p1 = p2 for all p1; p2 2 N . R is an equivalence relation(over N) if it is re
exive, symmetric, and transitive. And R is a partial orderingrelation (over N) if it is re
exive, anti-symmetric, and transitive.The inverse relation of R, denoted by R�1, is de�ned by R�1 = f(p; q)j(q; p) 2Rg. The restriction of R to V , for some V � N is denoted by RjV and de�nedas RjV = f(p; q)j(p; q) 2 R and p 2 V g.3.3.2 Labelled binary relationsLet L be a set of labels, N be a set, and R � N�L�N be a binary relation overN labelled by L. All notions for binary relations carry over to labelled binaryrelations R � N � L � N through the underlying binary relation R0 de�nedby R0 = f(p1; p2)j(p1; l; p2) 2 R for some l 2 Lg. Thus R is re
exive if for allp 2 N there exists a l 2 L such that (p; l; p) 2 R. R is transitive if for allp1; p2; p3 2 N and l1; l2 2 L whenever (p1; l1; p2) 2 R and (p2; l2; p3) 2 R, there7



exists a l3 2 L such that (p1; l3; p3) 2 R. And the relation R is anti-symmetric if(p1; l1; p2) 2 R and (p2; l2; p1) 2 R implies p1 = p2 for all p1; p2 2 N and l1; l2 2 L.The restriction of R to S, for some S � N�L�N is denoted by RjS and de�nedas RjS = f(p; l; q)j(p; l; q) 2 S and (p; l; q) 2 Rg.Now let R � N�A�N , where A is an alphabet. The re
exive and transitiveclosure of R, denoted by R�, is de�ned in the following way:R0 = f(p; �; p)jp 2 Ng,Ri+1 = f(p; xa; p0)j9p00 2 N : (p; x; p00) 2 Ri and (p00; a; p0) 2 Rgfor all i � 0, andR� = Si�0Ri.The re
exive and transitive closure of R has some interesting aspects.Lemma 1 Let A be an alphabet, N a set, and R � N � A�N .Let p; q 2 N and w 2 A�. If (p; w; q) 2 Ri then jwj = i.Proof:We prove the statement by induction on i.Let i = 0. Then we have (p; w; q) 2 R0. By de�nition w = �. Thus jwj = 0.Suppose the statement is proven for i = k for some k � 0.Assume i = k + 1, thus (p; w; q) 2 Rk+1. By the de�nition of the re
exiveand transitive closure of R there exist w0 2 A�, p0 2 N , and a 2 A such thatw = w0a, (p; w0; p0) 2 Rk, and (p0; a; q) 2 R. By the induction hypothesis wehave jw0j = k. Thus jwj = jw0j+ jaj = k + 1 = i. We can conclude that thelemma holds. �Lemma 2 Let A be an alphabet, N a set, and R � N � A�N .Let p; p0; p00 2 N and w1; w2 2 A�. If (p; w1; p0) 2 Ri, (p0; w2; p00) 2 Rj then(p; w1w2; p00) 2 Ri+j.Proof:We prove the statement by induction on jw1w2j.Let jw2j = 0 then (p0; �; p00) 2 R0. Thus p0 = p00. Then (p; w1; p00) 2 Ri.Suppose it is proven for jw1w2j = k for some k � 0.Assume jw1w2j = k + 1 and jw2j 6= 0. If (p0; w2; p00) 2 Rj then there existq 2 N , w 2 A�, and a 2 A such that w2 = wa, (p0; w; q) 2 Rj�1, and(q; a; p00) 2 R. By the induction hypothesis (p; w1w; q) 2 Ri+(j�1). Since(q; a; p00) 2 R we have (p; w1w � a; p00) 2 R(i+(j�1))+1 by de�nition. Thus(p; w1w2; p00) 2 Ri+j.We can conclude that the lemma holds. �
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3.4 EquivalenceLet A be an alphabet and R � A� � A� an equivalence relation over A�. Forw 2 A� the equivalence class of R containing w, denoted by [w]R, is the set[w]R = fv 2 A�j(v; w) 2 Rg and A�=R = f[w]Rjw 2 A�g. When there is noconfusion about the relation, we will write [w]. R is right-cancellative if, for alluv; wv 2 A�, uvRwv implies uRw. R is left-cancellative if, for all vu; vw 2 A�,vuRvw implies uRw. The equivalence relation R is cancellative if R is bothright-cancellative and left-cancellative. R is event-preserving if, for all v; w 2 A�,(v; w) 2 R implies jvja = jwja for all a 2 A. For an event-preserving equivalenceover A� , j[w]j the length of an equivalence class containing the word w 2 A� iswell-de�ned by j[w]j = jwj.Let R be event-preserving. The translate function �R : A�=R ! EA is de�nedin the following way: �R([w]R) = ev(w) for all [w] 2 A�=R.Note that �R is well-de�ned if R is event-preserving.Let A be an alphabet and let S � A� � A� be an arbitrary binary relationover A�. The equivalence induced by S, denoted by �S , is de�ned by (S [ S�1)�.Let Sr = f(xu; yu)j (x; y) 2 S and u 2 A�g be the relation S extended to theright and Sl = f(ux; uyj (x; y) 2 S and u 2 A�g be the relation S extendedto the left. The right congruence induced by S is de�ned by �S= (Sr [ S�1r )�.Let Slr = f(uxv; uyv)j (x; y) 2 S and u; v 2 A�g, then �S= (Slr [ S�1lr )� is thecongruence induced by S. u :�S v if and only if (u; v) 2 Slr.Note that �S is an equivalence, (Sr)�1 = (S�1)r, Srl = Slr, (Slr)�1 = (S�1)lr,�S=�Sr , and �S=�Slr .Note that each equivalence relation R with S � R contains (S [ S�1)�, thus �Sis the least equivalence relation over A� containing S.Note that �S, �S and �S are event-preserving whenever S is event-preserving.
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4 GraphsIn this subsection we introduce our graph-theoretical notions directly for edgelabelled graphs, as these are the graphs we are interested in rather than in unla-belled graphs.4.1 Edge labelled graphsAn edge labelled (directed) graph, or elgraph for short, is a triple G = (N;A;!),where N is the set of nodes of G, A is the labelling alphabet of G and the binaryrelation !� N � A�N labelled with A is the set of labelled edges of G.We usually write p a�! q for (p; a; q) 2! and p u�!� q for (p; u; q) 2!�.Let G = (N;A;!) be an elgraph. If (p; u; q) 2!� for some p; q 2 N and u 2 A�we write p u�!� q and say that there exists a path (labelled with u) from p toq. Note that p ��!� q holds if and only if p = q. G is acyclic if whenever bothp u�!� q and q v�!� p hold for some p; q 2 N and u; v 2 A�, then p = q andu = v = �. G is deterministic if whenever both p a�! q and p a�! q0 holdfor some p; q; q0 2 N and a 2 A, then q = q0. For two vertices p; q 2 N of anelgraph G the set Pathp;q(G) of all path labels in G from p to q is de�ned asPathp;q(G) = fw 2 A�jp w�!� qg. Clearly, in a deterministic elgraph G eachpath label in Pathp;q(G) corresponds with a unique path from p to q. G is event-preserving if whenever p u�!� q and p v�!� q for some p; q 2 N and u; v 2 A�,then juja = jvja for all a 2 A.If we know that G is event-preserving, then we can conclude that the elgraphis acyclic. This is proven in the next lemma.Lemma 3 Let G = (N;A;!) be an elgraph. If G is event-preserving then G isacyclic.Proof:Suppose p; q 2 N and u; v 2 A� are such that p u�!� q and q v�!� p. Thenby lemma 2 p uv�!� p. Since p ��!� p and G is event-preserving we havej�ja = juvja for all a 2 A. Thus u = v = � and p = q. Hence G is acyclic. �Let G = (N;A;!) be an elgraph and r 2 N . Then r is a root of G if for allp 2 N there exists a path from r to p.The next lemma is very easy to see. If we have an elgraph which is acyclicand we have a root, then this root has to be unique.Lemma 4 Let G = (N;A;!) be an elgraph and r a root of G.If G is acyclic, then r is the unique root of G.10



Proof:Suppose there exists r0 2 N such that r0 is also a root of G. Since r0 is aroot of G, there exists a path from r0 to r. We know that r is a root thusthere exists a path from r to r0. Since G is acyclic we have r0 = r. �An elgraph with an initial node is a 4-tuple G = (N;A;!; p0), where (N;A;!)is an elgraph and p0 2 N .A rooted elgraph, relgraph for short, is an elgraph with an initial nodeG = (N;A;!; p0) such that p0 is a root of (N;A;!).Let G = (N;A;!; r) be a relgraph. We de�ne the set of all path labels alongthe paths in G, denoted by Path(G), as Path(G) = [p2NPathr;p(G).A reldepgraph is a rooted elgraph which is deterministic and event-preserving.All notation and terminology introduced for elgraphs and relgraphs will also beused for reldepgraphs.Corollary Let G = (N;A;!; r) be a reldepgraph. The node r is the uniqueroot.Proof:G is a reldepgraph thus we have that G is event-preserving. By lemma 3 wehave that G is acyclic. Then lemma 4 tells us that the root r is unique. �4.2 Restriction of a reldepgraphLet p 2 N be a vertex of the reldepgraph G = (N;A;!; r). The set of all verticesq before p, denoted by Bef(p), is de�ned by Bef(p) = fq 2 N j there exists apath from q to pg. The graph G(p), the restriction of reldepgraph G to the nodep, is the restriction of G to the set Bef(p) and is de�ned byG(p) = (Bef(p); A;! jBef(p)�A�Bef(p); r).All paths in G between vertices from Bef(p) are included in the graph G(p)as stated in the next lemma.Lemma 5 Let G = (N;A;!; r) be a reldepgraph. Let p 2 N and q; s 2 Bef(p).Then Pathq;s(G) = Pathq;s(G(p))Proof:Since G(p) is a restriction of G, we have Pathq;s(G(p)) � Pathq;s(G).Now assume that w 2 Pathq;s(G). Let q0 = q; q1; : : : ; qn�1; qn = s be nodesalong the path labelled by w. Then we have n � 0 and qi ai+1�! qi+1 for0 � i � n � 1 and ai 2 A such that w = a1 : : : an. Since s 2 Bef(p), itfollows that each qi 2 Bef(p). Hence each (qi; ai+1; qi+1) is an edge of G(p).Consequently w labels a path from q to s in G(p) and is an element ofPathq;s(G(p)). � 11



Now we can prove that the restriction of a reldepgraph to a node is again areldepgraph.Theorem 6 Let G = (N;A;!; r) be a reldepgraph and p 2 N .G(p) is a reldepgraph.Proof:Since G(p) is a restriction of G, it is deterministic and event-preserving. Wenow only have to make sure that the root r is still the root in the graphG(p). We know r 2 Bef(p) and r is a vertex of G(p). That each vertex ofG(p) can be reached from r follows from lemma 5.Thus the graph G(p) is a relddop-graph. �Note that p is a leaf of G(p): it has no out-going edges. Moreover it is the onlyleaf of G(p). G(p) has also a root, which is unique, this means that all vertices inG(p) are along a path from r to p. In the graph G(p) we still have the de�nition ofPathq;s(G(p)). However for the set Pathr;p(G(p)) we will write Pathmax(G(p)).4.3 Some properties for reldepgraphsLet G = (N;A;!; r) be a reldepgraph. G is co-deterministic if (N;A;!) isco-deterministic: whenever q a�! p and q0 a�! p for some p; q; q0 2 N and a 2 A,then q = q0.To describe the internal structure of a reldepgraph we may use the so-calleddiamond properties. The forward and backward diamond properties, as describedin [BR95] by Biermann and Rozoy, are illustrated in �gure 1 and 2, and are de�nedin the following way:G has the forward diamond property if for all p; p1; p2 2 N and a; b 2 A whenevera 6= b, p a�! p1, and p b�! p2 then there exists p0 2 N such that p1 b�! p0 andp2 a�! p0.
p2
p1 p1

p2b ap p p'a a bb Figure 1: Forward diamondG has the backward diamond property if for all p; p1; p2 2 N and a; b 2 A whenevera 6= b, p1 a�! p, and p2 b�! p then there exists p0 2 N such that p0 b�! p1 andp0 a�! p2. 12



p1
p2 b p1

p2a bp'p paa b
Figure 2: Backward diamondHaving de�ned the forward diamond property we can de�ne the compatible for-ward diamond property. This means that only vertices, which are before a com-mon vertex, have to satisfy the forward diamond property. There is a restrictionthat the vertex p0, which closes the forward diamond property, has to be beforethe common vertex. This property allows us to conclude in theorem 7 that if Ghas the compatible forward diamond property, then all the restrictions of G toa node have the forward diamond property. The compatible forward diamondproperty is illustrated in �gure 3.G has the compatible forward diamond property if for all p; p1; p2 2 N and forall a; b 2 A whenever a 6= b, p a! p1, p b! p2, and there exists q 2 N such thatp1; p2 2 Bef(q) then there exists p0 2 Bef(q) such that p1 b! p0 and p2 a! p0.p1

p2p ab ba p' q
Figure 3: Compatible forward diamondIf G has the forward (backward or compatible forward, respectively) diamondproperty we will write: FD(G) (BD(G) or CFD(G), respectively).If a restriction G(p) has the forward diamond property then all vertices inBef(p) satisfy the compatible forward diamond property. Thus we can concludethat if all restrictions of G have the forward diamond property then G has thecompatible forward diamond property.Theorem 7 Let G = (N;A;!; r) be a reldepgraph. CFD(G) if and only ifFD(G(p)) for all p 2 N .Proof:Suppose p 2 N is such that G(p) does not have the forward diamond prop-13



erty. Thus there exist q; q1; q2 2 Bef(p) such that q a�! q1 and q b�! q2for some a; b 2 A but there exists no q0 2 Bef(p) such that q1 b�! q0 andq2 a�! q0. Since G(p) is a restriction of G we have the same situation in G.Thus G does not have the compatible forward diamond property.Suppose G does not have the compatible forward diamond property.Thus there exist q; q1; q2 2 N such that q a�! q1 and q b�! q2 for somea; b 2 A and there exists p 2 N such that q1; q2 2 Bef(p), but there existsno q0 2 Bef(p) such that q1 b�! q0 and q2 a�! q0. If we look at G(p), we canconclude that G(p) does not have the forward diamond property, becauseq1; q2 2 Bef(p) implies q 2 Bef(p). Thus q a�! q1 and q b�! q2 in G(p) andthere exists no q0 2 Bef(p) such that q1 b�! q0 and q2 a�! q0. �Another way to describe the internal structure of a reldepgraph are the so-calledcube and inverse cube axiom. In �gure 4 the cube axiom and inverse cube axiomare visualized. For the cube axiom in part a the pre-conditions are shown and inpart b the post-conditions. For the inverse cube axiom in part b the pre-conditionsare shown and in part a the post-conditions. These properties are described in[DK95] by Droste and Kuske.
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ca c a(a) (b)qq

pq1 pq2 q3b a
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Figure 4: Cube and inverse cube axiomG satis�es the cube axiom if for all q; q1; q2; p 2 N and a; b; c 2 A wheneverfab; bag � Pathq;q1(G), fbc; cbg � Pathq;q2(G), and fbac; bcag � Pathq;p(G),then also fabc; acb; cba; cabg � Pathq;p(G) and there exists q3 2 N such thatfac; cag � Pathq;q3(G).G satis�es the inverse cube axiom if for all q; q3; p 2 N and a; b; c 2 A wheneverfac; cag � Pathq;q3(G) and fabc; acb; cba; cabg � Pathq;p(G), then alsofbac; bcag � Pathq;p(G) and there exists q1; q2 2 N such that fab; bag � Pathq;q1(G)and fbc; cbg � Pathq;q2(G). 14



The relation between the forward diamond property and the cube axiom is statedin the next theorem.Theorem 8 Let G = (N;A;!; r) be a reldepgraph. If G has the forward dia-mond property then G satis�es the cube axiom.Proof:Suppose we have q a! q01 b! q1 c! p, q b! q02 a! q1, q b! q02 c! q2, q c! q03 b!q2 a! p, for some q; q01; q02; q03 2 N . Thus we have the pre-conditions of thecube axiom. We know that G has the forward diamond diamond property.Thus there exist q3 2 N such that q01 c! q3, q03 a! q3, and q3 b! p. Then Gsatis�es the cube axiom. � ac
caq

pq1 q2q01 q03
cbc a

b a q02 bq3 b
Similarly we have a relation between the backward diamond property and theinverse cube axiom.Theorem 9 Let G = (N;A;!; r) be a reldepgraph. If G has the backward dia-mond property then G satis�es the inverse cube axiom.Proof:Suppose we have q a! q01 b! q1 c! p, q c! q03 b! q2 a! p, and q01 c! q3 b! pq03 a! q3 for some p; q1; q2; q3; q01; q03 2 N . Thus we have the pre-conditionsof the inverse cube axiom. We know that G has the backward diamondproperty. Thus there exist q02 2 N such that q02 a! q1, q02 c! q2, and q b! q02.Then G satis�es the inverse cube axiom. �
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4.4 Morphisms between reldepgraphsWhen we have two reldepgraphs, we would like to compare these graphs. Tocompare two reldepgraphs we have special functions from one graph to the othergraph, called morphisms. A morphism is de�ned in the following way.De�nitionLet G = (N;A;!; r) and G0 = (N 0; A;!0; r0) be two reldepgraphs.1. A morphism from G to G0 is a total function H : N ! N 0 such thatH(r) = r0 and p1 a�! p2 implies H(p1) a�!0 H(p2).2. A morphism H from G to G0 is full if for all q1; q2 2 H(N) and a 2 A,whenever q1 a�!0 q2 then p1 a�! p2 for some p1; p2 2 N such thatH(p1) = q1 and H(p2) = q2.3. G and G0 are isomorphic if there exists a morphism H from G to G0which is bijective and full.If there is an injective morphism H from G into G0 then G can be embedded intoG0 and we write G � G0. Further G is fully mapped to G' by H if H is full.If there exists a morphism between two reldepgraphs then this morphism isunique.Theorem 10 Let G = (N;A;!; r) and G0 = (N 0; A;!0; r0) be two reldepgraphs.If H and H 0 are morphisms from G to G0, then H = H 0.Proof:Since G is event-preserving all paths from r to a �xed p 2 N are labelledwith words of the same length. We prove H(p) = H 0(p) for all p 2 Nby induction on the length of the paths from r to p. Let p 2 N and letw 2 Pathr;p(G).If jwj = 0, then p = r. Since H and H 0 are morphisms H(r) = r0 = H 0(r).Now suppose that H(q) = H 0(q) for all q 2 N for which there is a path oflength k � 0 from r to q.Assume jwj = k + 1. Then there exist q 2 N , u 2 A�, and b 2 A suchthat r u!� q, q b! p, and w = ub. Since juj = k we have H(q) = H 0(q) bythe induction hypothesis. H and H 0 are morphisms thus H(q) b!0 H(p) andH 0(q) b!0 H 0(p). Since G0 is deterministic H(p) = H 0(p) follows.We can conclude that H = H 0. �
16



5 Partial orders and event-preserving setsIn this section we �rst describe our notations and conventions concerning partialorders. We use the setup of Davey and Priestley in [DP90]. The �rst subsectionhandles the general de�nitions used with partial orders. However we work withevent-preserving sets and in the second subsection the de�nitions and notationsfor the partial order of an event-preserving set are given. Bauget and Gastinidentify in [BG95] congruences by means of (modular) representations by partialorders. The necessary de�nitions are speci�ed in subsection 5.3.5.1 Partial ordersLet E be a set and let � be a partial ordering over E. We can de�ne an ordering,<, of strict inequality by x < y if x � y and x 6= y. If for some x; y 2 E bothx 6� y and y 6� x, notation x k� y, then x and y are incomparable. � is a linearordering if x � y or y � x for all x; y 2 S. The set E 0 � E is left-closed (wrt �)if e 2 E 0 and e0 � e implies e0 2 E 0 for all e; e0 2 E 0.A partially (linearly) ordered set P = (E;�) consists of a set E together witha partial (linear) ordering � over E. Partially (linearly) ordered sets will bedepicted by their Hasse diagrams. We call a partially ordered set a poset. Wewrite x kP y instead of x k� y.Let P = (E;�) be a poset. The linear extension of P , denoted by LE(P ), isthe set fe1 : : : en 2 E�j je1 : : : enje = 1 for all e 2 E and for all i; j 2 f1; : : : ; ngei � ej implies i � jg. For a poset P = (E;�) and x; y 2 E, we have x is coveredby y, or y covers x, denoted by x <� y, if x < y and x � z < y implies x = z.Let P = (EP ;�P ) be a �nite poset. The order independence relation of P ,denoted by IP , is the set f(e1; e2)j e1 kP e2g. We can now de�ne an equivalencerelation CP = f(e1e2; e2e1)j (e1; e2) 2 IPg.Then �P is the congruence over EP generated by CP .Lemma 11 Let P = (EP ;�P ) be a �nite poset. Let u 2 LE(P ) and v 2 E�P . Ifu �P v then v 2 LE(P ).Proof:Suppose we have u 2 LE(P ) and u :�P v. Then there exist e1; e2 2 EP andx; y 2 E�P such that u = xe1e2y, v = xe2e1y, and (e1; e2) 2 IP . Then clearlyv = xe2e1y 2 LE(P ).Suppose we have u 2 LE(P ) and v; w0; : : : ; wn 2 E�P such thatu = w0 :�P w1 :�P : : : :�P wn = v. Then u �P v and by repeatedly applyingthe reasoning given for :�P and we have w0; : : : ; wn; v 2 LE(P ). �17



This lemma leads to the property that any two elements of the linear extensionof a poset are equivalent.Lemma 12 Let P = (EP ;�P ) be a �nite poset. Let u; v 2 E�P . If u; v 2 LE(P )then u �P v.Proof:Let x 2 E�P be the longest common pre�x of u and v. Induction on juj� jxj.Let juj � jxj = 0 then u = x and thus u = v. Clearly u �P v holds.Suppose the statement is proven for juj � jxj = k.Assume juj � jxj = k+1. Let a; b 2 EP and y; z 2 E�P be such that u = xayand v = xbz. If u; v 2 LE(P ) then juje = jvje = 1 for all e 2 EP . Thenthere exist y0; y00; z0; z00 2 E�P such that u = xay0by00 and v = xbz0az00. Ifwe have this then for all e 2 alph(ay0), (e; b) 2 IP . Then u = xay0by00 �Pxaby0y00 �P xbay0y00. From lemma 11 follows xbay0y00 2 LE(P ). Sincejxbay0y00j � jx0j � k where x0 is the longest common pre�x of xbay0y00 andv we have by the induction hypothesis xbay0y00 �P v. It is now easy to seethat u �P v. �A labelled poset is a pair LP = (P; l), where P = (E;�) is a poset and l is alabelling function l : E ! A for some alphabet A.We write LP = (E;�; l) instead of LP = ((E;�); l).Let LP = (P; l) = (E;�; l) be a labelled poset. The linear extension of LP ,denoted by LE(LP ), is de�ned by :LE(LP ) = fl(e1) : : : l(en) 2 A�j e1; en 2 LE(P )g. Thus LE((P; l)) = l(LE(P ))since l is a homomorphism.Let (P; l) = (EP ;�P ; l) be a �nite labelled poset. De�ne the equivalence relationC(P;l) = f(l(e1e2); l(e2e1))j(e1; e2) 2 IPg Then �(P;l) is the congruence over l(Ep)�generated by C(P;l).Lemma 13 Let P = (EP ;�P ) be a �nite poset and l be a labelling function. Letu; v 2 l(Ep)�. If u 2 l(LE(P )) and u �(P;l) v then v 2 l(LE(P )).Proof:Suppose we have u :�(P;l) v. Then (u; v) 2 C(P;l). Let u = l(u0) and v = l(v0).Then (u0; v0) 2 CP and u0 2 LE(P ). By lemma 11 we have v0 2 LE(P ).Thus v 2 l(LE(P )).Suppose u �(P;l) v and there exist w0; : : : ; wn 2 l(Ep)� such that u =w0 :�(P;l) w1 :�(P;l) : : : :�(P;l) wn = v. By repeatedly applying the abovereasoning for :�(P;l) we get u0; : : : ; uk; v 2 l(LE(P )). �If we have two words which are an element of the linearizations of a labelledpartial order then the two words are equivalent.18



Lemma 14 Let P = (EP ;�P ) be a �nite poset and l be a labelling function. Letu; v 2 l(Ep)�. If u; v 2 l(LE(P )) then u �(P;l) v.Proof:Let u = l(u0) and v = l(v0) for some u0; v0 2 LE(P ). From lemma 12 followsu0 �P v0. Since (C(P;l))lr = l((CP )lr) we have u �(P;l) v. �Let LP = (E;�; l) be a labelled poset. C � E is a con�guration of LP if Cis a �nite left-closed subset of E. The set of con�gurations of LP is denotedby ConfLP and de�ned as ConfLP = fCjC is a con�guration of LPg. Thecon�guration graph of LP is the elgraph with initial node CLP = (ConfLP ; A;!; ;), where C l(e)�! C 0 if C 0 = C [ feg and e =2 C.If we have a certain con�guration, we know that there exists an element suchthat this con�guration without the element is still a con�guration. This leads tothe fact that each con�guration can be reached from a smaller con�guration.Lemma 15 Let LP = (E;�; l) a labelled poset. Let C 2 ConfLP . If C 6= ; thenthere exist C 0 2 ConfLP and e 2 E such that C 0 l(e)�! C.Proof:Since C is �nite, there exists an e 2 C such that for no e0 2 C we have e � e0.Clearly Cnfeg is left-closed and �nite. Then it follows that Cnfeg 2 ConfLPand hence Cnfeg l(e)�! C. �The set ConfLP ordered by inclusion forms a lattice, as stated in the next theo-rem.Theorem 16 Let LP = (E;�; l) a labelled poset. Then ConfLP forms a latticeordered by inclusion.Proof:We have to prove that the intersection and union of two con�gurations isagain a con�guration.Let C1; C2 2 ConfLP and m 2 E such that m 2 C1 \C2. Then m 2 C1.Therefore if m0 � m then m0 2 C1 for all m0 2 E. Also m 2 C2 and ifm0 � m then m0 2 C2 for all m0 2 E. Thus if m0 � m then m0 2 C1 \C2 forall m0 2 E. Then C1 \ C2 is a con�guration.Let C1; C2 2 ConfLP and m 2 E such that m 2 C1 [ C2. Then m 2 C1or m 2 C2. m 2 C1 implies if m0 � m then m0 2 C1 for all m0 2 E. Thenm0 2 C1 [ C2. Similarly m 2 C2. Thus m0 � m implies m0 2 C1 [ C2 for allm0 2 E. Therefore C1 [ C2 is a con�guration. �
19



5.2 Partial order of an event-preserving setDe�nitionLet A be an alphabet and V � A� be event-preserving. Let w 2 V .1. The alphabet of events of w is de�ned by Ew = ev(w);2. The occurrence total order of w is de�ned asTo(w) = (Ew;�w) where (a; i) �w (b; j) if the i-th occurrence of aprecedes the j-th occurrence of b in the word w;3. The partial order of V , denoted by Po(V ), is de�ned as the labelledposetPo(V ) = (Ew;�V ; l), where w 2 V and (a; i) �V (b; j) if(a; i) �v (b; j) for all v 2 V .Note that Ew = Ev for all w; v 2 V .Since the partial order of V is an intersection of the occurrence total ordersof the elements of V , the linearizations of the partial order contain all elementsof V .Theorem 17 Let A be an alphabet and V � A� an event-preserving set. ThenV � LE(Po(V )).Proof:Suppose we have a word w 2 V such that w =2 LE(Po(V )). This impliesthat there exist events (a; i); (b; j) 2 Ew such that (a; i) �V (b; j) and(b; j) �w (a; i). The partial order of V depends on all occurrence totalorders of the elements of V . This means that if (a; i) �V (b; j) then in allthe elements of V the i-th occurrence of a precedes the j-th occurrence of b.But (b; j) �w (a; i), a contradiction. Hence w 2 LE(Po(V )). �The con�guration graph of the partial order of an event-preserving set is a reldep-graph.Theorem 18 Let A be an alphabet and V � A� an event-preserving set. Thecon�guration graph CPo(V ) = (ConfPo(V ); A;!; ;) is a reldepgraph.Proof:First we show that ; is a root. Suppose we have C 2 ConfPo(V ). Withinduction on jCj we prove that there exists a path from ; to C.Let jCj = 0. Then we know that C = ; and ; ��!� C holds.Suppose k � 0 and for each con�guration with k elements there exists apath from ; to that con�guration.Let jCj = k + 1. Then by lemma 15 there exist C 0 2 ConfPo(V ) and e 2 Esuch that C 0 l(e)�! C. Since C 0 has k elements the induction hypothesis20



implies ; w�!� C 0 for some w 2 A�. Thus ; wl(e)�!� C. We can conclude thatthere exists a path from ; to C.Next we have to show that CPo(V ) is deterministic. Suppose we haveC1; C2; C 2 ConfPo(V ) and e1; e2 2 EV with l(e1) = l(e2) such that C l(e1)�! C1and C l(e2)�! C2. If l(e1) = l(e2) then e1 = (a; i) and e2 = (a; j) for somea 2 A and i; j 2 NI . There can be two situations. First i = j. ThenC1 = C [fag = C2 and thus C1 = C2. The other situation is that i < j. Byde�nition (a; i) <V (a; j) thus e1 <V e2. We have C l(e2)�! C2 thus e1 2 C. Acontradiction, since C l(e1)�! C1, Thus CPo(V ) is deterministic.Finally we show CPo(V ) is event-preserving. Suppose we haveC;C 0 2 ConfPo(V ) and x; y 2 EV such that C l(x)�!� C 0 and C l(y)�!� C 0. Byde�nition of ! we know alph(x) \ C = ; = alph(y) \ C,C 0nC = alph(x) = alph(y), and jxj = jyj. Thus jl(x)ja = jl(y)ja for alla 2 A.CPo(V ) is rooted, deterministic and event-preserving, and hence CPo(V ) isa reldep-graph. �For practical reasons we write ai in stead of (a; i) in the con�guration graph.ExampleLet V = fabcd; cabd; cadbg. The occurrence total order of the word abcd isillustrated in �gure 5.(a,1) (b,1) (c,1) (d,1). . . .Figure 5: To(abcd)After we have determined all occurrence total orders of the elements of theset V , we can construct the partial order of the set V . The partial order ofV is depicted in �gure 6. (b,1)..(a,1) (d,1)..(c,1)Figure 6: Po(V )Now we can construct the con�guration graph of the partial order of V . Inthis graph we write ai instead of (a; i). In �gure 7 the con�guration graphis depicted. 21



fa1; b1; c1gfa1; c1; d1g; fa1g
fc1g fa1; b1; c1; d1gc bdfa1; b1gfa1; c1gfc1; d1g

a cbda
cbdaFigure 7: CPo(V )In this example the linear extension of Po(V ) contains more elements thenV . We have LE(Po(V ) = fabcd; acbd; acdb; cabd; cadb; cdabg andthus V � LE(Po(V ).Let V 0 = fabcd; acbd; acdb; cabd; cadb; cdabg. Then Po(V ) = Po(V 0) andV 0 = LE(Po(V 0). Thus there exist event-preserving sets which are equal tothe linearizations of their partial order and there exist event-preserving setswhich are a strict subset of the linearizations of their partial order. (Seetheorem 17)If we have a path from the root to a con�guration labelled with a word, then thecon�guration exists of all events of the word labelling the path from the root tothe con�guration.Theorem 19 Let A be an alphabet and V � A� an event-preserving set.Let w 2 A� and C 2 ConfPo(V ).If ; w�!� C then C = f(a; i)ja 2 A and 1 � i � jwjag = ev(w).Proof:Induction on jwj.Let jwj = 0 then w = � and C = ;.Suppose it has been proven for 0 � jwj � k. Assume jwj = k + 1. Thenw = w0b for some w0 2 A� and b 2 A and there exists C 0 2 ConfPo(V )such that ; w0�! C 0 b�! C. Then jw0j = k and by the induction hypothesisC 0 = f(a; i)ja 2 A and 1 � i � jw0jag. If C 0 b�! C then C = C 0 [ feg wherel(e) = b and e =2 C. As C is left-closed, e = (b; jw0jb + 1) must hold. ThusC = f(a; i)ja 2 A and 1 � i � jwjag. �Theorem 20 Let A be an alphabet and V � A� an event-preserving set.Then ConfPo(V ) = fev(x)jx 2 Prefix(LE(Po(V )))g.Proof:Let x be a pre�x of w 2 LE(Po(V )). Since ev(x) � ev(w) = ev(V ) we onlyhave to prove that ev(x) is left-closed with respect to �V . Then ev(x) 2ConfPo(V ). So assume e = (a; i) 2 ev(x) and e0 = (b; j) �V (a; i). Then(b; j) �w (a; i) and because x is a pre�x of w containing the i-th occurrence22



of a, it also contains the j-th occurrence of b. Hence (b; j) 2 ev(x), and thusev(x) is left closed and an element of ConfPo(V ).Next we prove with induction on jCj that for each C 2 ConfPo(V ) thereexists x 2 Prefix(LE(Po(V ))) such that C = ev(x).Let jCj = 0. Then C = ev(�) and � 2 Prefix(LE(Po(V ))).Suppose the statement has been proved for all C 2 ConfPo(V ) with jCj � kfor some k � 0.Assume jCj = k + 1, thus C 6= ;. By lemma 15 there exists C 0 2 ConfPo(V )such that C 0 lA(e)�! C for some e 2 ev(V ) with feg = CnC 0. By the inductionhypothesis C 0 = ev(x) for some x 2 Prefix(LE(Po(V ))). Since C is left-closed e = (lA(e); jxjla(e) + 1) and so C = ev(xlA(e)). Let lA(e) = a. Asx 2 Prefix(LE(Po(V ))) there exists y 2 A� such that xy 2 LE(Po(V )).Futhermore ev(xa) � ev(V ) = ev(xy) and so y = y1ay2 for some y1; y2 2 A�with a =2 alph(y1). C is left-closed implies that e = (a; jxja + 1) kPo(V ) e0for all e0 2 ev(xy1)nev(xa). Thus xay1y2 2 LE(Po(V )). This implies thatC = ev(xa) with xa 2 Prefix(LE(Po(V ))). �Example continuedWe have an event-preserving set V = fabcd; cabd; cadbg.The set of linearizations LE(Po(V )) = fabcd; acbd; acdb; cabd; cadb; cdabg.The set of congigurations ConfPo(V ) = f;; f(a; 1)g; f(c; 1)g; f(a; 1); (b; 1)g;f(a; 1); (c; 1)g; f(c; 1); (d; 1)g f(a; 1); (b; 1); (c; 1)g; f(a; 1); (c; 1); (d; 1)g;f(a; 1); (b; 1); (c; 1); (d; 1)gg.It is clear that the con�guration f(c; 1); (d; 1)g is the set of events of a pre�xof the linearization cdab of the partial order of V .The con�guration graph CPo(V ) has the forward diamond property and has thebackward diamond property. This is stated in the following theorem.Theorem 21 Let A be an alphabet and V � A� an event-preserving set.Then CPo(V ) has the forward and backward diamond property.Proof:First we prove that CPo(V ) has the forward diamond property. Suppose wehave C;C1; C2 2 ConfPo(V ) and e1; e2 2 EA such that C [ fe1g = C1 andC [ fe2g = C2. Then C lA(e1)�! C1 and C lA(e2)�! C2. Since C1 [C2 2 ConfPo(V )and C1 [ C2 = C [ fe1; e2g, we have C1 lA(e2)�! C 0 and C2 lA(e1)�! C 0, whereC 0 = C [fe1; e2g. Next we prove that CPo(V ) has the backward diamondproperty. Suppose we have C;C1; C2 2 ConfPo(V ) and e1; e2 2 EA such thatC1 [ fe1g = C and C2 [ fe2g = C. Then C1 lA(e1)�! C and C2 lA(e2)�! C. SinceC1 \ C2 2 ConfPo(V ) and C1 \ C2 = C \ fe1; e2g, we have C 0 lA(e2)�! C1 andC 0 lA(e1)�! C2, where C 0 = C \ fe1; e2g. �In fact the con�guration graph CPo(V ) is a distributive lattice, see [DP90].23



5.3 Represented by partial ordersBauget and Gastin identify in [BG95] congruences by means of (modular) repre-sentations by partial orders. The de�nitions are speci�ed in the following way:De�nitionLet A be an alphabet and R an equivalence relation over A.1. R can be represented by a partial order if R is event-preserving and[w]R = LE(Po([w]R)) for all w 2 A�;2. R can be modularly represented by a partial order if it can be repre-sented by a partial order and if for all u; v 2 A�(a) �[uv]R \ Eu � Eu = �[u]R,(b) �[uv]R \ tu(Ev)� tu(Ev) = tu(�[v]R), and(c) �[uv]R \ tu(Ev)� Eu = ;.Note thatR is event-preserving, thus Po([w]) = (Ew;�[w]; l) is de�ned for w 2 A�.When we have an equivalence which can be represented by partial orders andthe concatenation of two partial orders exist only of the edges of the two partialorders and some edges between the events of the �rst partial order and the eventsof the second partial order, then we say that the equivalence can be modularlyrepresented by partial orders.The �rst condition of the de�nition, �[uv]R \ Eu � Eu = �[u]R, is the re-quirement that the concatenation of the partial orders contains the �rst partialorder. The second condition is the requirement that the concatenation containsthe second partial order. The condition �[uv]R \ tu(Ev) � Eu = ; makes surethat there are no edges added which are from events of the second partial orderto events of the �rst partial order. This condition is always satis�ed as proven inthe next lemma.Lemma 22 Let A be an alphabet and R be an equivalence relation such that Ris event-preserving and R can be represented by partial orders.Then �[uv] \ tu(Ev)� Eu = ; for all u; v 2 A�.Proof:Suppose we have u; v 2 A� such that �[uv] \ tu(Ev) � Eu 6= ;. Then thereexist (a; i) 2 tu(Ev) and (b; j) 2 Eu such that (a; i) �[uv] (b; j). Then for allw 2 LE(Po([uv])) the i-th occurrence of a occurs before the j-th occurrenceof b in w. But (a; i) 2 tu(Ev) and (b; j) 2 Eu. Thus when we consider theword uv we have (b; j) �uv (a; i). Contradiction. �To illustrate that there exist equivalences which can not be represented by partial24



orders, the next example is given.ExampleLet A = fa; b; cg and let R be the equivalence generated by f(aab; baa)g. Letw = aaab. Then [w]R = faaab; abaag. The partial order of [w]R is depictedin �gure 8. (a,2) (a,3).(b,1)(a,1) ...
Figure 8: Po([w]R)The linearizations of the partial order contain the word aaba, which is notin [w]R. Thus [w] � LE(Po([w]R)).R is event-preserving but [w]R 6= LE(Po([w]R)), thus R can not be repre-sented by partial orders.The next example contains an equivalence which can be represented by partialorders.ExampleLet A = fa; b; c; dg and R is the congruence generated by f(ab; ba); (ac; ca)g.Let v = acbac and w = dab. The partial orders of [v]R and [w]R are depictedin �gure 9. (a,1) (a,2)

(b,1)(c,1) (c,2)
.. .. . (d,1) . ..(b,1)

(a,1)
Figure 9: Po([v]R) and Po([w]R)As we will prove later in theorem 28 [w]R = LE(Po([w]R)) for all p 2 A�=R,thus R can be represented by partial orders. Let u = acbacdab, then u = vw.The partial order of [u]R is depicted in �gure 10.
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.. . (d,1).. ...(c,1) (c,2)(b,1) (b,2)(a,1) (a,2) (a,3)Figure 10: Po([u]R)When we evaluate the partial order of u = vw then we can conclude thatthe partial order of [u]R is a disjoint union of the two partial orders of [v]Rand [w]R and we have added some edges from Po([v]R) to Po([w]R). Theequivalence relation R can be modularly represented by partial orders.In the last example the concatenation of two partial orders is the partial ordercontaining the two partial orders and some edges from the �rst to the second one.However there exist congruences which can be represented by partial orders andthe concatenation of the partial orders is not de�ned as the union of the partialorders and adding some edges between the �rst and the second partial order. Inthis case the equivalence relation can not be modularly represented by partialorders. In the next example this is shown.ExampleLet A = fp; cg and R is the congruence induced by f(ppc; pcp)g. Let v = pand w = cp. The partial orders are depicted in �gure 11.(p,1). (c,1) (p,1). .Figure 11: Po([v]R) and Po([w]R)If we examine all equivalence classes we can conclude that [w]R =LE(Po([w]R)) for all [w]R 2 A�=R, thus R can be represented by partialorders. Let u = pcp, then [u]R = fpcp; ppcg. The partial order is depictedin �gure 12. ..(p,1) . (c,1)(p,2)Figure 12: Po([u]R)It is clear that the partial order of [u]R does not include the partial order of[w]R. Thus �[pcp] \tp(Ecp)� tp(Ecp) 6= tp(�[cp]). And therefore R can not bemodularly represented by partial orders.26



6 Mazurkiewicz tracesLet A be an alphabet and I a symmetric irre
exive binary relation (over A), Iis an independence relation indicating that whenever a and b are independentthen the sequential observations ab and ba are to be considered as equivalentobservations of independently occurring a and b. This is the basis of the theoryas developed by Mazurkiewicz, [M87].6.1 Mazurkiewicz trace equivalenceLet A be an alphabet. A binary relation I � A � A is called an independencerelation over A if it is symmetric and irre
exive. For an independence relation Iover A we denote by CI the commutation relation induced by I, which is de�nedby CI = f(ab; ba)j(a; b) 2 Ig. Note that CI is symmetric and whenever (u; v) 2 CIthen juj = jvj = 2, alph(u) = alph(v), and u 6= v.De�nitionLet A be an alphabet and I an independence relation over A. Let x; y 2 A�.1. x :�I y if there exist u; v 2 A� and (a; b) 2 I such that x = uabv andy = ubav.2. The Mazurkiewicz trace equivalence �I is de�ned by �I= ( :�I)�.3. hxiI = fz 2 A�j z �I xg the equivalence class of x, is the Mtrace (overI) containing x.It is easy to see that the Mazurkiewicz trace equivalence �I so de�ned is in facta congruence over A�. The congruence �I is the least congruence containing CI ,the commutation relation induced by I.Theorem 23 Let A be an alphabet and I an independence relation over A.Then �I=�CI .Proof:From the de�nition we can conclude that :�I = (CI)lr and since :�I is sym-metric it follows that �I = ( :�I)� = ( :�I [ :��1I )� = �CI : �ExampleSuppose we have A = fa; b; cg and I = f(b; c); (c; b)g. If we only considerwords with length less then 4, we have the following Mtraces:h�iI , haiI, hbiI , hciI,haaiI , hbbiI , hcciI, habiI , haciI, hbaiI , hcaiI, hbciI = hcbiI ,27



haaaiI , haabiI , haaciI , habaiI , hacaiI , hbaaiI , hcaaiI ,hbbbiI , hbbaiI , hbabiI , habbiI ,hccciI , hccaiI , hcaciI, hacciI, hbaciI , hcabiI ,habciI = hacbiI , hbcaiI = hcbaiI , hbbciI = hbcbiI = hcbbiI , andhbcciI = hbcbiI = hccbiI .Notice that there are 5 equivalence classes which have two or more elements.�I is event-preserving and so x :�I y implies ev(x) = ev(y). In lemma 24 thisproperty is strengthened.Lemma 24 Let A be an alphabet and I an independence relation over A. Letx; y 2 A�. Then x �I y if and only ifev(x) = ev(y) and for all distinct (a; i); (b; j) 2 ev(x), (a; i) �x (b; j) and (b; j) �y(a; i) together imply (a; b) 2 I.Proof:First assume that x �I y and let x0; : : : ; xn 2 A� be such that x0 = x andxn = y and xi�1 :�I xi for all 1 � i � n.If n = 0 then x = y and the statement holds.If n = 1 then x :�I y. Thus there exist u; v 2 A� and (c; d) 2 I such thatx = ucdv and y = udcv. Clearly ev(x) = ev(y) and the only distinct pair(a; i); (b; j) with (a; i) �x (b; j) and (b; j) �y (a; i) are (a; i) = (c; jucjc) and(b; j) = (d; judjd). So the statement holds.Now let n � 2 and assume that the conclusion holds for all xi �I xi+jwith 0 � i � i + j � n and 0 � j � n � 1. Since xn�1 :�I xn we haveev(x) = ev(xn�1) = ev(y). Assume that distinct (a; i); (b; j) 2 ev(x) are suchthat (a; i) �x (b; j) and (b; j) �y (a; i). If (b; j) �xn�1 (a; i) then (a; b) 2 Iby the induction hypothesis applied to x0 �I xn�1. If (a; i) �xn�1 (b; j) thenalso (a; b) 2 I by the induction hypothesis applied to xn�1 �I xn.Thus the statement holds.Next, let x; y 2 A� be such that ev(x) = ev(y) and for all distinct(a; i); (b; j) 2 ev(x) : (a; i) �x (b; j) and (b; j) �y (a; i) implies (a; b) 2 I.Let u be the longest common pre�x of x and y. If u = x = y then x �I yby de�nition.Assume that x = uav and y = ubw for some v; w 2 A� and a; b 2 Awith a 6= b. Since ev(x) = ev(y) it follows that there exist v1; v2 2 A�such that v = v1bv2 with b =2 alph(v1). Thus x = uav1bv2 and y = ubwwhich implies that for all c 2 alph(av1) we have (b; c) 2 I. Hence x =uav1bv2 �I uabv1v2 �I ubav1v2. Since we have not disturbed the orderingof the events in av1v2 and in w and since the common pre�x of ubav1v2 andy = ubw is at least one symbol longer than u we can repeatedly apply asimilar reasoning until we have reached y as the common pre�x. This provesx �I ubav1v2 �I y and thus the statement holds.We can now conclude that the lemma holds. �28



Having de�ned what it means for two observations to be equivalent we can provethat the de�ned congruence �I is cancellative. To prove this we only need theearlier proven lemma 24.Corollary Let A be an alphabet and I an independence relation over A.Then �I is cancellative.Proof:Let u; v; x; y 2 A� be such that uxv �I uyv. We have to prove that x �I y.From lemma 24 we know that ev(uxv) = ev(uyv). It is easy to see thatthis implies ev(x) = ev(y). Now consider two arbitrary but distinct events(a; i); (b; j) 2 ev(x) such that (a; i) �x (b; j) and (b; j) �y (a; i). Then(a; i + juja) �uxv (b; j + jujb) and (b; j + jujb) �uyv (a; i + juja) and thus bylemma 24 again (a; b) 2 I. As (a; i) and (b; j) were arbitrarily chosen we canapply the if part of lemma 24 to conclude that x �I y. �From lemma 24 we conclude that each Mtrace is an event-preserving set. Thuseach Mtrace p 2 A�= �I de�nes a partial order Po(p) = (ev(p);�p; lA), which isthe labelled intersection of the occurrence total orders of the words in p.Example continuedWe had A = fa; b; cg and I = f(b; c); (c; b)g. We can look at the partialorder of each Mtrace. In this example we show the partial orders of someMtraces. First we construct the Hasse diagram of Po(habaiI) depicted in�gure 13). (a,1) (a,2)(b,1). .. Figure 13: Po(habaiI)The equivalence class habaiI has only one element. The equivalence classhabciI has however 2 elements. To illustrate the di�erences in the partialorder of these Mtraces the Hasse diagram of Po(habciI) is drawn in �gure 14.(a,1) (b,1)
(c,1). ..Figure 14: Po(habciI)There are also equivalence classes with 3 elements. The last �gure 15 has theHasse diagram of the Mtrace hbbciI , an equivalence class with 3 elements.29



.(b,1) (b,2)
(c,1).
.

Figure 15: Po(hbbciI)As a corollary to lemma 24 we obtain the following relationship between theincomparable events in an Mtrace and its underlining independence relation.Lemma 25 Let A be an alphabet and I be an independence relation over A. Letp be a Mtrace and (a; i); (b; j) 2 ev(p).If (a; i) kPo(p) (b; j) then (a; b) 2 I.Proof:Suppose (a; i); (b; j) 2 ev(p) are such that (a; i) kPo(p) (b; j). Then thereexist u; v 2 p such that (a; i) �u (b; j) and (b; j) �v (a; i). Since u; v 2 p wehave u �I v. Applying lemma 24 we can conclude that (a; b) 2 I. �The opposite of the lemma, (a; b) 2 I implies (a; i) kPo(p) (b; j) for some i; j ishowever not true. This will be illustrated in the following example.Example continuedLet A = fa; b; cg be an alphabet and let I = f(b; c); (c; b)g.For the Mtrace p = hcabiI = fcabg the Hasse diagram of Po(p) is picturedin �gure 16. (b,1). ..(c,1) (a,1)Figure 16: Po(p)Thus (b; c) 2 I but (b; 1) kPo(p) (c; 1) does not holds.The next lemma shows that Mtraces are event-preserving sets which coincidewith the linearizations of their labelled posets.Lemma 26 Let A be an alphabet and I be an independence relation. Let u 2 A�.Then huiI = LE(Po(huiI)).Proof:As huiI � LE(Po(huiI)) always holds, by theorem 17, we only have to provethe converse inclusion. So let x 2 LE(Po(huiI)). Then ev(x) = ev(u).30



Assume that there are distinct (a; i); (b; j) 2 ev(x) such that (a; i) �x (b; j)and (b; j) �u (a; i). Then (a; i) kPo(huiI ) (b; j) and hence by lemma 25(a; b) 2 I. Then by lemma 24 x �I u and the inclusion is proven. Thus thestatement holds.This result can also be directly concluded from lemma 13. We know thatu 2 LE(PohuiI) and if w 2 huiI then u �Po(huiI ) w. �Thus when we have two observations which are linearizations of the same partialorder of a Mtrace we can by lemma 26 conclude that these observations are inthe same Mtrace and therefore are equivalent observations.Lemma 27 Let A be an alphabet and I be an independence relation over A.Let u; v 2 A�. u �I v if and only if Po(huiI) = Po(hviI).Proof:The only-if direction is trivial, so we only have to prove that if Po(huiI) =Po(hviI) then u �I v. By lemma 26 we know LE(Po(huiI)) = huiI andLE(Po(hviI)) = hviI. Thus Po(huiI) = Po(hviI) implies huiI = hviI. �Note that �I can be represented by partial orders since huiI = LE(Po(huiI)).Moreover Po is injective.The property �I can be represented by partial orders, from lemma 26, can bestrengthened to the property �I can be modularly represented by partial orders.Theorem 28 Let A be an alphabet and I an independence relation over A.�I can be modularly represented by a partial order.Proof:That �I can be represented by partial orders follows from lemma 26. Thenwe have to prove the two properties. First we have �huviI \ Eu�Eu = �huiI .Let w 2 A� such that Ew = Eu and wy 2 huviI for some x 2 A�. Proofwith induction on juj � jxj, where x is the longest common pre�x of u andw. Let juj � jxj = 0, then u = w and w 2 huiI.Suppose it has been proven for 0 � juj � jxj � k. Assume juj � jxj = k + 1.Let w = xay1 and u = xby2 for some a; b 2 A and y1; y2 2 A�.Note that a 6= b. We have (a; jxja + 1) kPo(huviI ) (b; jxjb + 1) sincewy; uv 2 huviI . From lemma 25 follows (a; b) 2 I. Thus there existw0; u0; y3; y03 2 A� such that u0 = xaby3 2 huiI and w0 = xaby03 2 hwiI. Thelongest common pre�x of u0 and w0 is xab and by the induction hypothesiswe have xaby03 2 huiI. Therefore hwiI = huiI.Second we have to prove that �huviI \ tu(Ev)� tu(Ev) = tu(�hviI ).Let w 2 A� such that Ew = Ev and yw 2 huviI for some x 2 A�. Proof withinduction on jvj � jxj, where x is the longest common su�x of u and w.Let jvj � jxj = 0, then v = w and w 2 hviI .Suppose it has been proven for 0 � jvj � jxj � k.31



Assume jvj � jxj = k + 1. Let w = y1ax and v = y2bx for some a; b 2 A andy1; y2 2 A�. Note that a 6= b. Since yw; uv 2 huviI we have(a; juvja � jxja) kPo(huviI ) (b; juvjb � jxjb). From lemma 25 follows (a; b) 2 I.Thus there exist w0; u0; y3; y03 2 A� such that w0 = y03bax 2 hwiI and u0 =y3bax 2 hviI . The longest common su�x of w0 and u0 is bax and by theinduction hypothesis we have y03bax 2 hviI. Therefore hwiI = hviI .We can conclude that the theorem holds. �6.2 Pre�x graphsDe�nitionLet A be an alphabet and I be an independence relation over A. Let x; y 2A�.1. The concatenation of two Mtraces hxiI and hyiI is denoted byhxiI � hyiI and hxiI � hyiI = hxyiI;2. The trace monoid over A and I denoted by M(A; I) is the quotientmonoid A�= �I , with concatenation � and unit h�iI ;3. The pre�x ordering �I on M(A; I) is de�ned in the following way:hxiI �I hyiI if there exists w 2 A� such that hxiI � hwiI = hyiI.The operation � is well-de�ned. If x0 2 hxiI and y0 2 hyiI then, since �I is acongruence, xy �I x0y �I x0y0 and thus hxyiI = hx0y0iI .Note that � is associative and so hxiI � (hyiI � hziI) = hxyziI = (hxiI � hyiI) � hziI .We will usually omit � and simply write hxiIhyiI rather than hxiI � hyiI.Since � is well-de�ned, the ordering �I is also well-de�ned.Note that h�iI �I p for all p 2M(A; I) and hence h�iI is the least element ofthe poset (M(A; I);�I).Example continuedWhen we have A = fa; b; cg and I = f(b; c); (c; b)g, as before, we can con-struct the Hasse diagram, �gure 17, for the pre�x-ordering. Because the setM(A; I) is very large we depicted only the restriction of the set M(A; I) toall words with length less then 4.
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habciIhabbiIhabaiIhaaciIhaabiIhaaaiIhaaiIhabiIhaiI hacaiIhacciIhaciI hbaaiIhbabiIhbaciIhbbaiIhbbbiIhbbciIhbcaiIhbcciI
hbaiIhbbiIhbciIhbiIh�iI

hccaiIhccciIhcaaiIhcabiIhcaciI
hcciIhciI hcaiIFigure 17: �IWith this pre�x ordering we can de�ne a graph with Mtraces for nodes and thepre�x ordering de�ning the edges.De�nitionLet A be an alphabet and I be an independence relation over A.De�ne the pre�x graph of M(A; I) as the elgraph with initial nodeG(A; I) = (M(A; I); A;!�I ; h�iI), wherehxiI a�!�I hyiI if hxiIhaiI = hyiI.The next lemma shows that the relation !�I has a strong connection with theordering �. This connection is in fact so strong that we can conclude that p ��I qfor two vertices of G(A; I) implies p a�!�I q for some a 2 A and vice versa.
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Lemma 29 Let A be an alphabet and I an independence relation over A. Letp; q 2M(A; I). p ��I q if and only if p a�!�I q for some a 2 A.Proof:If p ��I q then there exists w 2 A� such that phwi = q. From the de�nitionof ��I follows that w 6= � and jwj � 1. Then we know that there existsa 2 A such that p � haiI = q. By the de�nition of !�I we have p a�!�I q.If p a�!�I q then p �I q and p 6= q. Suppose p �I z �I q then thereexists v; w 2 A� such that q = zhwiI = phviIhwiI = phaiI . Then there canbe two situations. First v = a and w = �. But then z = q in contrast withz � q. The second situation is v = � and w = a. Then p = z and thus byde�nition p ��I q.Thus the statement holds. �
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a acacbcacacbccbacacb
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c bc
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haaaiIhaabiIhaaciIhabaiIhabbiIhabciIhacaiIhacciIhbaaiIhbabiIhbaciIhbbaiIhbbbiIhbbciIhbcaiIhbcciI

haaiIhabiIhaciIhaiI
hbaiIhbbiIhbciIhbiIh�iI

hccaiIhccciIhcaaiIhcabiIhcaciI
hcciIhcaiIhciI

Figure 18: G(A; I)
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Example continuedThe pre�x graph is depicted in �gure 18. The only di�erence between �g-ure 17 and �gure 18 is that the edges are labelled. This resemblence isspeci�ed in lemma 29.The de�ned pre�x graph is a reldepgraph with root h�iI .Theorem 30 Let A be an alphabet and I be an independence relation over A.G(A; I) is a reldepgraph.Proof:As observed before, h�iI is the least element of the poset (M(A; I);�). Sinceby repeated application of lemma 29, p � q if and only if p w�!��I q for somew 2 A�, it now follows that h�iI is a root of G(A; I).We have that G(A; I) is deterministic since if p a�!�I q andp a�!�I q0 for some p; q; q0 2 M(A; I) and a 2 A then phaiI = q andphaiI = q0. Therefore q = q0.Finally that G(A; I) is event-preserving can be seen as follows. Supposewe have p u�!�I q and p v�!�I q for some p; q 2 M(A; I) and u; v 2 A�.Then q = phviI and q = phuiI. Since �I is cancellative we know hviI = huiI.Since Mtraces are event preserving, juja = jvja for all a 2 A. Hence G(A; I)is event-preserving.Thus we can conclude that G(A; I) is a reldep-graph. �6.3 Some properties of pre�x graphsLet A be an alphabet and I an independence relation over A.If we investigate the pre�x graph we can conclude that the pre�x graph has certainproperties. In this section these properties are proven. First we already knowthat the prefx graph is deterministic. But if we consider a vertex and we look atthe labels of the edges which are directed to this vertex then we can conclude thatthe pre�x graph is also co-deterministic. The explanation and thus the proof isvery simple. The pre�x graph is co-deterministic since �I is cancellative. Thus ifthere are two edges labelled with a to a vertex, then the two vertices from whichthe edges are directed have to be the same congruence class and are therefore thesame.Theorem 31 Let A be an alphabet and I be an independence relation over A.Then G(A; I) is co-deterministic.Proof:Suppose there are hviI; hwiI; p 2M(A; I) and a 2 A such that hviI a�!�I pand hwiI a�!�I p. Then we know p = hvaiI and p = hwaiI. Since �I iscancellative we have v � w. Thus the theorem holds. �35



The next theorem shows that the pre�x graph has the compatible forward di-amond property. This property holds since we have an independence relationwhich has no requirements on the future or past of the executions. Then if froma vertex p there are edges labelled with a to q1 and with b to q2 and there existsa vertex p0 such that q1 and q2 are before p0, the events a and b have to be con-current and there exist a vertex q such that the requirements for the compatibleforward diamond property are satis�ed.Theorem 32 Let A be an alphabet and I be an independence relation over A.Then G(A; I) has the compatible forward diamond property.Proof:Assume we have the nodes huiI; p 2 M(A; I) and a; b 2 A with a 6= b suchthat huaiI; hubiI 2 M(A; I) and huaviI = hubwiI = p for some v; w 2 A�.From the if-proof of lemma 24 we know uav1bv2 �I uabv1v2 �I ubav1v2 forsome v1; v2 2 A� with b =2 alph(v1). The Mazurkiewicz trace equivalence iscancellative thus if uabv1v2 �I ubav1v2 then uab �I uba and huabiI v1v2�!�I p.We can therefore conclude that G(A; I) has the compatible forward diamondproperty. �Example continuedIn the pre�x graph depicted before in �gure 18 is easy to see that the pre�xgraph does not always have the forward diamond property.The pre�x graph has the backward diamond property. If there exists a vertex qto which two edges are directed labelled with a and b then we know that theseevents a and b are concurrent by the given independence relation. Thus then therequirements of the backward diamond property are satis�ed.Theorem 33 Let A be an alphabet and I be an independence relation over A.Then G(A; I) has the backward diamond property.Proof:Suppose we have p; hviI; hwiI 2M(A; I) and a; b 2 A such that hviI a�!�I pand hwiI b�!�I p where a 6= b. Thus va �I wb. Since �I is event-preservingthere exist v1; v2 2 A� such that va = v1bv2a with b =2 alph(v2). By lemma 24we know that (b; c) 2 I for all c 2 alph(v2a).Hence va = v1bv2a �I v1v2ba �I v1v2ab �I wb. Since �I is cancellativewe have hv1v2iI b�!�I hviI and hv1v2iI a�!�I hwiI. Hence G(A; I) has thebackward diamond property. �The result of the next lemma is used in the proof of theorem 35.Lemma 34 Let A be an alphabet and I be an independence relation over A. Letp; q 2M(A; I) and a; b 2 A.If fab; bag � Pathp;q(G(A; I)) then (a; b) 2 I.36



Proof:fab; bag � Pathp;q(G(A; I) implies p ab�!��I q and p ba�!��I q.Thus phabiI = q and phbaiI = q. Suppose u 2 p for some u 2 A�, then weknow that uab �I uba and by lemma 24 (a; b) 2 I. �Even though the pre�x graph does not have the forward diamond property, itsatis�es the cube axiom. Because whenever a and b may occur independently ofone another after a certain history then a and b can occur independently of oneanother after each other history of events.Theorem 35 Let A be an alphabet and I be an independence relation over A.Then G(A; I) satis�es the cube axiom.Proof:Suppose we have p; p1; p2; q 2M(A; I) and a; b; c 2 A such thatfab; bag � Pathp;p1(G(A; I)), fbc; cbg � Pathp;p2(G(A; I)),and fbac; bcag � Pathp;q(G(A; I)). By lemma 34 we know (a; b); (b; c) 2 I.If fbac; bcag � Pathp;q(G(A; I)) then fac; cag � PathphbiI ;q(G(A; I)) andthus by lemma 34 (a; c) 2 I.If we know that (a; c) 2 I then phaciI = phcaiI .Therefore fac; cag � Pathp;p3(G(A; I)) with p3 = phaciI.Since (a; b); (a; c); (b; c) 2 I we have habciI = fabc; acb; cba; cabg [fbac; bcag. Then fabc; acb; cba; cabg � Pathp;q(G(A; I)). �It is easy to see that the pre�x graph satis�es the inverse cube axiom as statedin the next theorem.Theorem 36 Let A be an alphabet and I be an independence relation over A.Then G(A; I) satis�es the inverse cube axiom.Proof:From theorem 9 and theorem 33 follows that G(A; I) satis�es the inversecube axiom. �6.4 The relation between G(A; I)(p) and CPo(p)Let A be an alphabet and let I be an independence relation over A.Let p 2 M(A; I). De�ne the set of pre�xes of p, denoted by Pref(p), as the setPref(p) = fq 2M(A; I)j there exists w 2 A� such that qhwiI = pg.The set Pref(p) is the set consisting of those vertices of M(A; I) which arebefore p in G(A; I).Lemma 37 Let A be an alphabet and let I be an independence relation over A.Let p 2M(A; I). Then Pref(p) = Bef(p).37



Proof:Pref(p) = fq 2M(A; I)j there exists w 2 A� such that qhwiI = pg.For all w 2 A� qhwiI = p if and only if q w�!��I p.Hence Pref(p) = fq 2 M(A; I)j there exists a path from q to p 2 G(A; I)g.Thus Pref(p) = Bef(p). �Thus G(p) = (Bef(p); A;�!�I jBef(p)�A�Bef(p); h�iI) can now be described asG(p) = (Pref(p); A;�!�I jPref(p)�A�Pref(p); h�iI) which is a reldepgraph.Example continuedLet A = fa; b; cg and I = f(b; c); (c; b)g, as before. In �gure 19, 20, and 21G(A; I)(habaiI), G(A; I)(habciI), and G(A; I)(hbbciI) are drawn.a b ah�iI haiI habiI habaiIFigure 19: G(A; I)(habaiI)
a bc cbh�iI haiI habciIhaciI

habiI
Figure 20: G(A; I)(habciI)

bhbiI
hciIh�iI hbciI

hbbiIb cc b cb hbbciI
Figure 21: G(A; I)(hbbciI)All the reldepgraphs in the example have the forward diamond property. Thisproperty always holds for restrictions ofG(A; I) and is stated in the next theorem.Theorem 38 Let A be an alphabet and let I be an independence relation overA. Let p 2M(A; I). Then G(A; I)(p) has the forward diamond property.38



Proof:We know that G(A; I) has the compatible forward diamond property fromtheorem 32. From theorem 7 follows that G(A; I)(p) has the forward dia-mond property. �When we construct the con�guration graph CPo(p) for some p 2 M(A; I) weget a reldepgraph. The pre�x graph G(A; I)(p) is also a reldepgraph and wecan compare these graphs by the translate function ��I , de�ned in section 3.4,restricted to the set Pref(p). We denote this restriction by �p.Note that �p is a total function mapping traces huiI 2 Pref(p) to their set ofevents ev(u) � EA. Since huiI 2 Pref(p) implies that u is a pre�x of some v 2 pwe have by theorem 20 �p(huiI) = ev(u) 2 ConfPo(p).Example continuedLet A = fa; b; cg and I = f(b; c); (c; b)g, as before. We examine the restric-tions of G(A; I) to the Mtraces habaiI , habciI , and hbbciI . The posets of theMtraces habaiI , habciI , and hbbciI are already visualised in �gures 13 to 15.The con�guration graphs of the partial orders of these Mtraces are drawnin �gure 22, 23, and 24. b fa1; b1g a fa1; b1; a2gfa1ga; Figure 22: CPo(habaiI )
fa1; b1; c1gfa1ga; fa1; b1gb cfa1; c1gc bFigure 23: CPo(habciI )

fb1; c1g; fb1gb fc1g b fb1; b2; c1gbfb1; b2g ccc bFigure 24: CPo(hbbciI )The total function �p : Pref(p)! ConfPo(p) is the morphism from G(A; I)(p) toCPo(p) as proven in the next theorem. 39



Theorem 39 Let A be an alphabet and I be an independence relation over A.Let p 2M(A; I). �p is the morphism from G(A; I)(p) to CPo(p).Proof:We have to show that if q a�!�I q0 for some q; q0 2M(A; I) and a 2 A then�p(q) a�! �p(q0). We have �p(h�iI) = ; by the de�nition of �p.Suppose we have q; q0 2 M(A; I) and a 2 A such that q a�!�I q0. Thenq0 = qhaiI and thus ev(q0) = ev(q) [ f(a; jqja + 1)g. Hence �p(q) a�! �p(q0).By theorem 10, �p is the morphism from G(A; I)(p) to CPo(p). �Finally we have the following theorem which shows that the restriction of a pre�xgraph to a Mtrace p is isomorphic with the con�guration graph of the partial orderof p.Theorem 40 Let A be an alphabet and I be an independence relation over A.Let p 2M(A; I). Then G(A; I)(p) is isomorphic with CPo(p).Proof:From lemma 39 we already know that �p is the morphism from G(A; I)(p)to CPo(p). We have to show that �p is bijective and full.First we show that �p is injective. Suppose we have C 2 ConfPo(p) suchthat C = �p(hviI) = �p(hwiI) for some w; v 2 A�. Thus ev(w) = ev(v).Suppose there are distinct (a; i); (b; j) 2 ev(v) such that (a; i) �hviI (b; j)and (b; j) �hwiI (a; i). Since hwiI; hviI 2 Pref(p) we have (a; i) kPo(p) (b; j).From lemma 25 follows that (a; b) 2 I. We can now use lemma 24 andconclude that hwiI = hviI.Next we prove that �p is surjective.Suppose C 2 ConfPo(p). We will prove by induction on jCj that there existsq 2M(A; I) such that C = �p(q).Let jCj = 0. Then C = ; and by the de�nition of �p we have ; = �p(h�iI).Suppose it has been proven for all con�gurations C 2 ConfPo(p), where0 � jCj � k.Assume jCj = k + 1, then there exist C 0 2 ConfPo(t) and e 2 EA such thatC 0 [ feg = C. Then jC 0j = k and by the induction hypothesis there existshu0iI 2 M(A; I) such that C 0 = �p(hu0iI). Let huiI = hu0iIhlA(e)iI , then�p(huiI) = ev(u0) [ f(lA(e); ju0jlA(e) + 1)g= �p(hu0iI [ f(lA(e); ju0jlA(e) + 1)g= C 0 [ f(lA(e); ju0jlA(e) + 1)g. Thus �p(huiI) = C.At last we prove that �p is full. Assume C 0 = �p(huiI) and C 0 a�! C.Then a = lA(e), e =2 C 0 and C = C 0 [ feg for some e 2 EA.�p(huaiI) = ev(ua) = ev(u) [ f(a; juja + 1)g = C 0 [ f(a; juja + 1)g. Fromlemma 19 follows �p(huaiI) = C.Having proved that �p is bijective and full, we know that G(A; I)(p) isisomorphic with CPo(p). � 40



6.5 ConclusionsThe trace theory developed by Mazurkiewicz is very special since the Mazurkiewicztrace equivalence can be modularly represented by partial orders, the pre�x graphhas the compatible forward and backward diamond property and the con�gura-tion graph of a partial order of a vertex is isomorph to the restriction of the pre�xgraph to this vertex.The property Mazurkiewicz trace equivalences can be a modularly representedby a partial order always holds when the pre�x graph restricted to a vertex andthe con�guration graph of the partial order of the vertex are isomorphic. This be-cause we know that p = Pathmax(G(A; I)(p)) = Pathmax(CPo(p)) = LE(Po(p)).Thus the most important result of this section is theorem 40.Now we can examine in the next section the generalizations of the Mazurkiewicztrace theory.
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7 Generalization of tracesIn this section we consider two di�erent generalizations of Mtraces. In the �rstsubsection the generalization described by Biermann and Rozoy in [BR95] ishandled. The requirements are a dependency on the past, which results in acongruence on the right, and an event-preserving equivalence.The other generalization, by Bauget and Gastin in [BG95], requires an event-preserving equivalence but now the dependency on the past is more restricted,which results in a congruence. This all is in the second subsection, section 7.2.7.1 Congruence on the rightBiermann and Rozoy describe in [BR95] a theory in which possible permutationsof events depend only on their past. This leads to a relation which containsequivalent executions, represented by words. This relation is not a binary relationover A, but a binary relation over A�. As in the Mtrace theory it is required thatthe relation is event-preserving. In other words the resulting congruence on theright has to preserve the occurrences of the letters. This crop trace equivalenceis de�ned in subsubsection 7.1.1. Because we have a congruence on the rightwe have not a trace monoid, but in subsubsection 7.1.3 follows the de�nition ofquasi-concatenation and quasi-pre�xes. In the next subsubsection the de�nitionof the quasi-pre�x graph follows. After the restriction of the quasi-pre�x graphwe compare two di�erent ways to get the information about the concurrency ofevents in a crop trace in subsubsection 7.1.4 and subsubsection 7.1.5.7.1.1 Crop trace equivalenceDe�nitionLet A be an alphabet and R � A� � A� an event-preserving relation. Letx; y 2 A�.1. The crop trace equivalence induced by R is �R, the right-congruenceinduced by R.2. [xiR = fz 2 A�j z �R xg the equivalence class containing x, is thecrop trace containing x.Note that crop trace equivalences are event-preserving. Moreover we write [xi ifR is clear. 42



7.1.2 Quasi-concatenation and quasi-pre�xesLet A be an alphabet and R an event-preserving relation over A�. In the lastsection we de�ned the crop trace equivalence �R. If we investigate A�= �R we�nd that x �R x0 does not necessary imply that [yxiR = [yx0iR for all y 2 A�.Implying that concatenation of crop traces is not well-de�ned by [yiR[xiR =[yxiR.ExampleSuppose we have A = fa; b; cg and R = f(bc; cb)g.Let p = [bci = fbc; cbg, x = bc, x0 = cb, and q = [ai.Then x; x0 2 p and q[xi 6= q[x0i since abc 6�R acb.But [xiq = [x0iq since bca �R cba. The last equation is always valid since�Ris a congruence on the right.Thus we have no induced concatenation in A�= �R. But since �R is a congruenceon the right, we can de�ne a quasi-concatenation, denoted by �. This quasi-concatenation is de�ned in the following way: [xiR�v = [xviR for all x; v 2 A�.Now the operation � is well-de�ned. We will write [xiR�v�w instead of ([xiR�v)�w.Lemma 41 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R and u; v 2 A�.Then p�u�v = p�uv.Proof:Suppose p = [xiR for some word x 2 A�. Then p�u�v = [xiR�u�v.We have [xiR�u�v = ([xiR�u)�v = [xuiR�v = [xuviR = [xiR�uv.Therefore p�u�v = p�uv holds. �Now we have de�ned a quasi-concatenation, we can also de�ne a set with pre�xesand an ordering between the crop traces.De�nitionLet A be an alphabet and R an event-preserving relation over A�. Letp 2 A�= �R.1. The set of quasi-pre�xes of p, denoted by Pre(p) , is de�ned byPre(p) = fq 2 A�= �R j 9w 2 A� : q�w = pg;2. The quasi-pre�x ordering denoted by �R, is de�ned in the followingway [xiR �R [yiR if there exists w 2 A� such that [xiR�w = [yiR.Note that [�iR � p for all p 2 A�= �R and hence [�iR is the least element of theposet (A�= �R;�R).The de�ned quasi-pre�x ordering is like the pre�x ordering a partial order,which is stated in the following lemma.43



Lemma 42 Let A be an alphabet and R an event-preserving relation over A�.The ordering �R is a partial order.Proof:First we prove that the ordering �R is re
exive.Suppose p 2 A�= �R then we have p �R p since p�� = p.Futher we have to show that �R is anti-symmetric.Suppose we have p; q 2 A�= �R such that p �R q and q �R p.Then there exist u; v 2 A� such that p�u = q and q�v = p.Hence u = v = � and p = q.The last thing we have to prove is the transitivity of �R.Assume we have p1 �R p2 and p2 �R p3 for some p1; p2; p3 2 A�= �R.Then there exist u; v 2 A� such that p1�u = p2 and p2�v = p3.Hence p1�(uv) = p3 and p1 �R p3. �7.1.3 Quasi-pre�x graphsLet A be an alphabet and R an event-preserving relation over A�. Using �R wecan de�ne a graph with the crop traces from A�= �R as nodes and the quasi-pre�xordering between these crop traces as edges.De�nitionLet A be an alphabet and R an event-preserving relation over A�. De�nethe quasi-pre�x graph of A�= �R as the elgraph with initial nodeG(A;Rr) = (A�= �R; A;!�R; [�iR), where [uiR a�!�R [viR for some u; v 2A� and a 2 A if [uiR�a = [viR.The quasi-pre�x ordering has a strong relation with the function !�R.Lemma 43 Let A be an alphabet and R an event-preserving relation over A�.Let p; q 2 A�= �R. Then p ��R q if and only if q a�!�R q for some a 2 A.Proof:If p ��R q then there exists w 2 A� such that p�w = q. From the de�nition of��R follows that w 6= � and jwj � 1. Then we know that there exists a 2 Asuch that p�a = q. From the de�nition of !�R follows that p a�!�R q.If p a�!�R q then p � q and p 6= q. Suppose p � z � q for somez 2 A�= �R then there exist v; w 2 A� such that q = z�w = p�v�w = p�a.Then there can be two situations. First v = a and w = �. But then z = qand z � q, a contradiction. Then the second situation. Suppose v = � andw = a. Then p = z and p �� q follows. �We can prove the next theorem which states that the quasi-pre�x graph is areldepgraph with root [�iR. 44



Theorem 44 Let A be an alphabet and R an event-preserving relation over A�.G(A;Rr) is a reldepgraph.Proof:As observed before, [�iR is the least element of the poset (A�= �R;�R).Since by repeated application of lemma 43, p � q if and only if p w�!��R qfor some w 2 A�. It now follows that [�iR is a root of G(A;Rr).We also have to show that the graph G(A;Rr) is deterministic.Suppose we have p1; p2; p3 2 A�= �R such that p1 a�!�R p2 and p1 a�!�R p3for some a 2 A. Then p2 = p1�a = p3.If p u�!��R q and p v�!��R q then q = p�u = p�v. Since �R is event-preserving we have juja = jvja for all a 2 A, hence G(A;Rr) is event-preserving.SinceG(A;Rr) is rooted, deterministic, and event-preserving, the elgraphG(A;Rr) with initial node is a reldepgraph. �7.1.4 The relation between G(A;Rr)(p) and CPo(p)We now investigate the restriction of the quasi-pre�x graph. First we prove thatthe set of quasi-pre�xes of a crop trace coincides with the set of all the crop tracesbefore this crop trace.Lemma 45 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. Then Pre(p) = Bef(p).Proof:Assume we have y 2 A�= �R such that y 2 Pre(p). Then we know thereexists u 2 A� such that y�u = p. Then y u!�R p and thus there exists apath labelled with u from y to p. Therefore y 2 Bef(p).Assume we have y 2 A�= �R such that y 2 Bef(p). Then we knowthere exists a path from y to p. Suppose this path is labelled with u, whereu 2 A�. Then y u!��R p and thus y�u = p. Therefore y 2 Pre(p).We can now conclude that the sets Bef(p) and Pre(p) are equal. �Note that G(A;Rr)(p) = (Bef(p); A;!�R jBef(p)�A�Bef(p); [�iR) can also be writ-ten as G(A;Rr)(p) = (Pre(p); A;!�R jPre(p)�A�Pre(p); [�iR).Next we show that all words labelling the paths leading from the root to theleaf together form this crop trace.Theorem 46 Let A be an alphabet and R an event-preserving relation over A�.let [pi 2 A�= �R. Then Pathmax(G(A;Rr)([pi)) = [pi.Proof:For all w 2 A�, if [�iR w�!�R [pi then by repeatedly applying lemma 43[pi = [�iR�w = [wiR. Thus if w 2 Pathmax(G(A;Rr)([pi)) then w 2 [pi.45



By induction on jpj we prove that if w 2 [pi then w 2Pathmaz(G(A;Rr)([pi)). Let jpj = 0, then p = � and w = �. Then� 2 Pathmaz(G(A;Rr)([pi)).Suppose it has been proven for 0 � jpj � k.Assume jpj = k+1 and w 2 [pi. Then jwj = k+1, thus there exist w0 2 A�and a 2 A such that w = w0a. Suppose w0 2 [p0i. jp0j = k and by the induc-tion hypothesis we have w0 2 Pathmax(G(A;Rr)([p0i)). Since w0 2 [p0i andw0a 2 [pi we have [p0i a�!�R [pi. Therefore w 2 Pathmax(G(A;Rr)([pi)). �We know that the crop trace equivalence induced by R is event-preserving, thuswe can construct a partial order of crop traces, as de�ned in subsection 5.2. Thenby theorem 17 we have the following corollar.Corollary Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. Then p � LE(Po(p)).This is the �rst main di�erence with the Mazurkiewicz trace theory. If p is aMtrace then p = LE(Po(p)), lemma 26. In the next example we show that thereare crop trace equivalences such that p � LE(Po(p)).ExampleLet A = fa; b; cg and R = f(abc; cba)g. Suppose p = [abciR. The partialorder of p is depicted in �gure 25.. . .(a,1) (b,1) (c,1)Figure 25: Po([abchR)Then LE(Po(p)) = fabc; acb; bac; bca; cab; cbag and p = fabc; cbag.From the partial order of a crop trace, Po(p), we construct the con�gurationgraph CPo(p). The two graphs, G(A;Rr)(p) and CPo(p), can be compared usingthe translate function �p, which is ��R, de�ned in section 3.4, restricted to Bef(p).Theorem 47 Let A be an alphabet and R be an event-preserving relation overA�. Let p 2 A�= �R. �p is the morphism from G(A;Rr)(p) to CPo(p).Proof:First we show that �p is a total function. Suppose we have [uiR 2 Pre(p).Then there exist v; w 2 A� such that uw = v 2 p. By theorem 20 we have�p([uiR) = ev(u) 2 ConfPo(p). Thus for all q 2 Pre(p) we have �p(q) =ev(q) 2 ConfPo(p). Hence �p is a total function from Pre(p) to ConfPo(p).Now we have to prove that �p is a morphism. We have �p([�iR) = ; bythe de�nition of �p. 46



Suppose we have q; q0 2 A�= �R and a 2 A such that q a�!�R q0. Thenq0 = q�a and thus ev(q0) = ev(q) [ f(a; jqja + 1)g. Hence �p(q) a�! �p(q0).By theorem 10, �p is the morphism from G(A;Rr)(p) to CPo(p). �From the last corollary we know that Po(p) has the property that p is contained inthe set of linearizations. In contrast to the case of Mtraces however this inclusionis in general strict. Biermann and Rozoy examined the situation in which thecrop trace p equals the linearizations of the labelled poset Po(p), from [BR95].Theorem 48 [BR95] Let A be an alphabet and R an event-preserving relationover A�. Let p 2 A�= �R. If p = LE(Po(p)) then �p is surjective and full.Proof:Since p = Le(Po(p), theorem 20 implies thatConfPo(p) = fev(x)jx 2 Prefix(p)g = f�p([uiR)ju 2 Pre(p)g. Hence �p issurjective.Assume C a�! C 0 for some C;C 0 2 ConfPo(p). Then C = ev([uiR) andC 0 = ev([uaiR) for some [uiR 2 Pre(p). By de�nition [uiR a�!�R [uaiR.Now we have proven that �p is surjective and full if p = LE(Po(p)). �In the �rst example we show that the theorem holds and cannot be strengthened.ExampleLet A = fa; b; cg and R = f(ac; ca); (bc; cb); (bac; bca); (abc; acb); (cab; cba)g.Let p = [abciR = fabc; acb; cab; cba; bca; bacg. It is easy to see that thereexists no ordering between the events of p. The set of linearizations of thepartial order of p is equal to p. The quasi-pre�x graph restricted to p andthe con�guration graph of the partial order of p are depicted in �gure 26.
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Figure 26: G(A;Rr)(p) and CPo(p)When we investigate these graphs we can conclude that �p is surjective, full,and not injective.The converse of the theorem does not hold. The next example illustrates this.47



ExampleLet A = fa; bg and R = f(abab; baba)g. Let p = [ababiR = fabab; babag.The quasi-pre�x graph restricted to the crop trace p and the Hasse diagramof the partial order of p are depicted in �gure 27 and 28.a[�i [ababi .(a,1) .(a,2).(b,1) .(b,2)b a b[bi [bai [babi ab[ai a[abi [abai b
Figure 27: G(A;Rr)(p) and Po(p)The con�guration graph of the partial order of p is depicted in �gure 28.The function �p is surjective and full, but p is a strict subset of the set oflinearizations of the partial order of p.; fa1; b1g fa1; b1; a2; b2gfa1g ba fb1gb a fa1; b1; b2g ab fa1; b1; a2ga b

Figure 28: CPo(p)Next we consider the case that �p is injective. Then the conclusion G(A;Rr)(p)is co-deterministic is easy.Theorem 49 [BR95] Let A be an alphabet and R an event-preserving relationover A�. Let p 2 A�= �R. If �p is injective then G(A;Rr)(p) is co-deterministic.Proof:Suppose �p is injective and we have [w1iR a�!�R [wiR and [w2iR a�!�R [wiRfor some w;w1; w2 2 A� and a 2 A.Then �p([w1iR) = �p([w2iR) = �p([wiR)nf(a; jwja)g. �p is injective thus[w1iR = [w2iR. Therefore G(A;Rr)(p) is co-deterministic. �First an example is given to illustrate the theorem.ExampleLet A = fa; b; cg and R = fabc; cabg. Let p = [abci = fabc; cabg. Thequasi-pre�x graph, the Hasse diagram of the partial order of p and thecon�guration graph of the partial order of p are depicted in �gure 29.48
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[ai [abci cbfa1; c1g fa1; b1; c1g
Figure 29: G(A;Rr)(p), Po(p) and CPo(p)Then p = fabc; cabg � LE(Po(p)) = fabc; cab; acbg, �p is injective (andsurjective). The quasi-pre�x graph has not the forward nor the backwarddiamond property and G(A;Rr)(p) is co-deterministic.The next example illustrates the fact that the converse of the theorem does nothold.ExampleLet A = fa; bg and R = f(abab; baba)g. G(A;Rr)([ababi), Po([ababi) aredepicted in �gure 27 and CPo([ababi) in �gure 28. We have G(A;Rr)([ababi)is co-deterministic, but �[ababi is not injective.Next we prove that ifG(A;Rr)(p) has the forward or backward diamond property,then the function �p is injective and full. Theorem 13 from [BR95]. The twosituations, G(A;Rr)(p) has the forward diamond property and G(A;Rr)(p) hasthe backward diamond property, are divided into two cases. First we considerthe case G(A;Rr)(p) has the forward diamond property. Before we can prove intheorem 55 that G(A;Rr)(p) having the forward diamond property implies that�p is injective and full, we prove some lemmas which are needed in the proof ofthe theorem.In the �rst lemma we prove that, if G(A;Rr)(p) has the forward diamondproperty and if we know that there exists a path from vertex x to y, whichcontains the letter a, and there exists a path labelled with a from x to a vertexz then there exists a path from z to y. Further we know that if the path from xvia z to y is labelled with aw0 and the path from x to y is labelled with w thenaw0 is a permutation of w. In �gure 30 this situation and the situation in theproof of this lemma is visualized.Lemma 50 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. If FD(G(A;Rr)(p)) then49



a aw w'ax yz b b u0aw1x z yx1 x2 w"Figure 30: Visualization of lemma 50for all x; y; z 2 Pre(p), w 2 A� , and a 2 Aif x w�!��R y, x a�!�R z, and jwja � 1 then there exists w0 2 A� such thatz w0�!��R y and aw0 is a permutation of w.Proof:Induction on juj, where u is the least pre�x of w such that juja = 1.Let juj = 1. Then w = aw00 for some w00 2 A�. G(A;Rr)(p) is deterministicthus z w00�!��R y. Suppose the statement has been proven for all paths labelledwith w such that the length of the least pre�x of w containing a is � k.Assume juj = k + 1. Then there exist w1; v 2 A� such that w = vaw1.Suppose the �rst letter of v is b, v = bu0, and x b�!�R x1 for somex1 2 Pre(p), b 2 A, and u0 2 A�.FD(G(A;Rr)(p)) thus we know that x1 a�!�R x2 and z b�!�R x2 for somex2 2 Pre(p). Then we have x1 u0aw1�! ��R y, x1 a�!�R x2, and 1 � ju0aw1ja � k.Now by the induction hypothesis, there exists w00 2 A� such that x2 w00�!��R yand aw00 is a permutation of u0aw1.Thus z bw00�!��R y and abw00 is a permutation of w.We can conclude that the lemma holds. �Lemma 50 can be generalized to the following lemma. In �gure 31 the situationand the situation during the proof is visualized.Lemma 51 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. If FD(G(A;Rr)(p)) thenfor all x; y; z 2 Pre(p) and w; v 2 A�if x w�!��R y, x v�!��R z, and jwja � jvja for all a 2 A then there exists v0 2 A�such that z v0�!��R y and vv0 is a permutation of w.Proof:Induction on jvj.Let jvj = 0 then v = �. Thus z w�!��R y and w is a permutation of w.Suppose it has been proven for 0 � jvj � k.Assume jvj = k + 1. Then v = av0 for some a 2 A and v0 2 A�. Suppose50
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Figure 31: Visualization of lemma 51x a�!�R z1. By lemma 50 there exists u 2 A� such that z1 u�!��R y and auis a permutation of w. We have z1 u�!��R y, z1 v0�!�R z, and juja � jv0jafor all a 2 A. Then jv0j = k and by the induction hypothesis we have thereexists u0 2 A� such that z u0�!�R y and v0u0 is a permutation of u. Thusz u0�!�R y and av0u0 = vu0 is a permutation of w. �The last lemma, which is needed for the proof of theorem 55, states that, ifG(A;Rr)(p) has the forward diamond property and there are two distinct pathslabelled withw0 and w00 from a vertex to two other vertices and w0 is a permutationof w00 then these latter vertices are one and the same. Again a visualization ofthis lemma is given in the next �gure.w' b w01
w001x y=z x q y

za aw" x2
x1 u1u2bFigure 32: Visualization of lemma 52Lemma 52 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. If FD(G(A;Rr)(p)) thenfor all x; y; z 2 Pre(t) and w0; w00 2 A�if x w0�!��R y, x w00�!��R z, and jw0ja = jw00ja for all a 2 A then y = z.Proof:Induction on jw0j.Let jw0j = 1 then w0 = w00 = a for some a 2 A. G(A;Rr)(p) is deterministicthus y = z. Suppose the statement has been proven for jw0j � k. Assumejw0j = k+1. Then there exist w01; w001 2 A� such that w0 = aw01 and w00 = bw001 .If a = b we are done, so assume a 6= b. Let x a�!�R x1 and x b�!�R x2 forsome x1; x2 2 Pre(p). We have FD(G(A;Rr)(p)) thus there exists51



q 2 Pre(p) such that x1 b�!�R q and x2 a�!�R q. We know x a�!�R x1,x1 w01�!��R y, x1 b�!�R q, and jw01jb � 1.By lemma 50 there exists u1 2 A� such that q u1�!��R y and bu1 is a permu-tation of w01. Similarly there exists u2 2 A� such that q u2�!��R z and au2 isa permutation of w001 .We know q u1�!��R y, q u2�!��R z, and ju1ja = ju2ja for all a 2 A. Thenju1j = ju2j = k � 1 and by the induction hypothesis we have y = z.We can conclude that the lemma holds. �Finally we can prove that there is a connection between the forward diamondproperty of G(A;Rr)(p)and the function �p.Theorem 53 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R.If FD(G(A;Rr)(p)) then �p is injective.Proof:Suppose [w1i; [w2i 2 Pre(p) and �p([w1iR) = �p([w2iR) = C for some C 2ConfPo(p). Then ev(w1) = ev(w2). We have [�iR w1�!��R [w1iR, [�iR w2�!��R[w2iR, and jw1ja = jw2ja for all a 2 A. By lemma 52 we have [w1iR = [w2iR.�Theorem 54 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R.If FD(G(A;Rr)(p)) then �p is full.Proof:Suppose we have [w1iR; [w2iR 2 Pre(p) and C1; C2 2 ConfPo(p) such that�p([w1iR = C1 and �p([w2iR = C2. From theorem 53 follows that [w1iR and[w2iR are uniquely determined. Assume C1 a�! C2, then we have to provethat [w1iR a�!�R [w2iR.From theorem 46 follows [�iR w1�!��R [w1iR and [�iR w2�!��R [w2iR. Since�p([w1iR = ev(w1) = C1 and �p([w2iR = ev(w2) = C2 we have ev(w2) =ev(w1) [ f(a; jw1ja + 1)g. From lemma 51 follows [w1iR a�!�R [w2iR. �This all leads to the following theorem.Theorem 55 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. If FD(G(A;Rr)(p)) then �p is injective and full.ExampleLet A = fa; b; cg and let R = f(ab; ba); (acb; abc); (bca; bac)g. Let p =[abcdiR = fabc; acb; bac; bcag. The quasi-pre�x graph restricted to p andthe Hasse diagram of the partial order of p are depicted in �gure 33.52



c[�i [bi [bci[abi [abci[aci[aia bca acb b (b,1)(a,1) (c,1). ..Figure 33: G(A;Rr)(p) and Po(p)In �gure 34 the con�guration graph of the partial order is given. We knowthat G(A;Rr)(p) has the forward diamond property, thus the translate func-tion �p is injective and full. Moreover the function is surjective.fa1g
fb1; c1g fa1; b1; c1ga ab afb1g c

bc fa1; c1g; cfa1; b1g b
Figure 34: CPo(p)Now we concentrate on the other situation, G(A;Rr)(p) has the backward dia-mond property. With this property we also need that G(A;Rr)(p) is co-determi-nistic or else we can not draw any conclusions. In this situation we also needthree lemmas for the proof of theorem 61.In the �rst lemma we also have a path labelled with w from a vertex y tox and a path labelled with v from z to x. If we know that ev(v) � ev(w) thenthere exists a path labelled with v0 from y to z and v0v is a permutation of w. In�gure 35 this situation is visualized.

z aw'w y w"au' aby x zq' q xabw'Figure 35: Visualization of lemma 56Lemma 56 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. BD(G(A;Rr)(p)) and co-deterministic.53



For all x; y; z 2 Pre(p), w 2 A, and a 2 Ay w�!��R x, z a�!�R x, and jwja � 1 implies there exists w0 2 A� such thaty w0�!��R z and w0a is a permutation of w.Proof:Induction on juj, where u is the least su�x of w such that juja = 1.Let juj = 1, then w = w00u = w00a for some w00 2 A�. G�(t) is co-deterministic thus y w00�!��R z and w00a is a permutation of w.Suppose the statement has been proven for all paths with u � k.Assume juj = k + 1. Then there exists w00 2 A� such that w = w00u, alsothere exist b 2 A and u0 2 A� such that u = au0b and x w00au0�! ��R q for someq 2 Pre(p). Thus q b�!�R x and z a�!�R x. G(A;Rr)(p) has the back-ward diamond property thus there exists q0 2 Pre(p) such that q0 a�!�R q,q a�!�R x, q0 b�!�R z, and z a�!�R x. Then jw00au0j = k and by theinduction hypothesis there exists w0 2 A� such that y w0�!��R q0 and w0a isa permutation of w00. Then there exists w0 2 A� such that x w0b�!��R z andw0ba is a permutation of w.We can conclude that the lemma holds. �Lemma 56 can be generalized like lemma 50, which leads to the next lemma.Lemma 57 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. BD(G(A;Rr)(p)) and co-deterministic.For all x; y; z 2 Pre(p) and w; v 2 Ay w�!��R x, z v�!��R x, and jwja � jvja for all a 2 A implies there exists v0 2 A�such that y v0�!��R z and v0v is a permutation of w.Proof:Induction on jvj.Let jvj = 0 then v = � and y w�!��R z, where w is a permutation of w.Suppose it has been proven for 0 � jvj � k.Assume jvj = k + 1. Then there exist u 2 A� and a 2 A such that v = v0a.Suppose z v0�!��R z1 for some z1 2 Pre(p). Since jwjb � jvjb for all b 2 A wehave jwja � 1. By lemma 56 there exists u 2 A� such that y u�!��R z1 andua is a permutation of w. Then z v0�!��R z1, y u�!��R z1, and juj = k. By theinduction hypothesis we have there exists y0 2 A� such that y u0�!�R z andu0v0 is a permutation of u. Then y u0�!��R z and u0v0a = u0v is a permutationof w. �The last lemma has as result that if there are two distinct paths from two othervertices y and z to a vertex x and these path labels are permutations of eachother then these latter vertices y and z are one and the same. This only holds54



if G(A;Rr)(p) has the backward diamond property and if G(A;Rr)(p) is co-deterministic.Lemma 58 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. If BD(G(A;Rr)(p)) and G(A;Rr)(p) is co-deterministic thenfor all x; y; z 2 Pre(p) and w0; w00 2 A�y w0�!��R x, z w00�!��R x and jw0ja = jw00ja for all a 2 A implies y = z.Proof:Induction on jw0j.Let jw0j = 1, then w0 = w00 = a for some a 2 A. G(A;Rr)(p) is co-deterministic thus y = z. Suppose the statement has been proven for all thesituations in which the paths are labelled with a word of length � k.Assume jw0j = k + 1. There exist w01; w001 2 A� such that w0 = w01a andw00 = w001b. G(A;Rr)(p) has the backward diamond property thus there existsq 2 Pre(p) such that q b�!�R q0, q0 a�!�R x, q a�!�R q00, and q00 b�!�R x.We have y w01�!��R q0, q b�!�R q0, and jw01jb � 1 thus applying lemma 56there exists w02 2 A� such that y w02�!��R q and w02b is a permutation of w01.Similarly there exists w002 2 A� such that z w002�!��R q and w002b is a permutationof w001 . Thus y w02�!��R q, z w002�!��R q, and jw02ja = jw002 ja for all a 2 A.Then jw02j = jw002 j = k � 1 and by the induction hypothesis y = z.We can conclude that the lemma holds. �w' y
z aw001xw" abbw002 q q"

q' xy=z w02w01
Figure 36: Visualization of lemma 56Finally we can prove that if G(A;Rr)(p) has the backward diamond property andis co-deterministic, then �p is injective and full. We have divided theorem 61 intotheorem 59 and 60. Thus �rst we prove that �p is injective.Theorem 59 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R.G(A;Rr)(p) has the backward diamond property and is co-deterministic implies�p is injective. 55



Proof:Suppose we have q; q0 2 Pre(p) such that �p(q) = �p(q0). If �p(q) = �p(q0)then jqja = jq0ja for all a 2 A, thus ev(q) = ev(q0). Because q; q0 2 Pre(p)there exist paths in G(A;Rr)(p) labelled with w0; w00 2 A� from q and q0 top. Thus q w0�!�R p and q0 w00�!�R p.Also [�iR v0�!�R q and [�iR v00�!�R q0 for some v0 2 q and v00 2 q0. Then[�iR v0w0�!�R p and [�iR v00w00�!�R p. �R is event-preserving thus jv0w0ja =jv00w00ja for all a 2 A. We had ev(q) = ev(q0) thus jw0ja = jw00ja for all a 2 AFrom lemma 58 follows q = q0. �And second we prove that �p is full if the quasi-pre�x graph restricted to a croptrace has the backward diamond property and is co-deterministic.Theorem 60 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R.G(A;Rr)(p) has the backward diamond property and is co-deterministic implies�p is full.Proof:Suppose we have [w1iR; [w2iR 2 Pre(p) and C1; C2 2 ConfPo(p) such that�p([w1iR) = C1 and �p([w2iR) = C2. From theorem 59 follows that [w1iR and[w2iR are uniquely determined. Assume C1 a�! C2, then we have to provethat [w1iR a�!�R [w2iR. Let ; w�!� C1 for some w 2 A�. Then C1 = ev(w)by lemma 19 and C2 = ev(w) [ f(a; jwja + 1)g. Since [w1iR; [w2iR 2 Pre(p)we have [w1iR u1�!��R p and [w2iR u2�!��R p for some u1; u2 2 A�. Since�p([w1iR) = ev(w1) = C1 and �p([w2iR) = ev(w2) = C2 we have ev(w1) =ev(w) and ev(w2) = ev(w1) [ f(a; jwja + 1)g. We know [�iR w1�!�R [w1iRu1�!�R p and [�iR w2�!�R [w2iR u2�!�R p. Then jw1u1jb = jw2u2jb for allb 2 A. Thus ju1ja = ju2ja � 1. By lemma 57 there exists w0 2 A� such that[w1iR w0�!��R [w2iR and w0u2 is a permutation of u1. Therefore [w1iR a�!�R[w2iR. �Finally we conclude the following theorem holds.Theorem 61 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R.G(A;Rr)(p) has the backward diamond property and is co-deterministic implies�p is injective and full.ExampleLet A = fa; b; c; dg and R = f(abc; acb); (acd; adc); (cbd; cdb)g.Let p = [abcdi. The quasi-pre�x graph restricted to p is together with thepartial order of p depicted in �gure 37.56
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ccbda db (b,1)(c,1)(d,1)..(a,1) . .[abcdi[abci

[acdi[aci[abi
[adi[ai[�i
Figure 37: G(A;Rr)(p) and Po(p)The con�guration graph of the partial order of p is depicted in �gure 38.The quasi-pre�x graph restricted to p has the backward diamond propertyand is co-deterministic. The function �p is injective and full.c fa1; b1gfa;1 ; c1gfa1; d1g

fa1; b1; c1gc fa1; b1; d1gfa1; c1; d1gfa1g fa1; b1; c1; d1gbd bdbc
d dcba;

Figure 38: CPo(p)ExampleLetR = f(ab; ba); (bc; cb); (abc; acb); (acb; bac); (bac; bca); (bca; cba)g andA =fa; b; cg. Let p = [abci = fabc; acb; bac; bca; cbag.
abc acb cba bc [abci[aci[abi[bci

[ai[bi[ci[�i . (a,1). (b,1). (c,1)Figure 39: G(A;Rr)(p) and Po(p)The quasi-pre�x graph restricted to p is together with the Hasse diagram ofthe partial order of p depicted in �gure 39.The con�guration graph of the partial order of p is depicted in �gure 40.G(A;Rr)(p) has not the backward diamond property and is co-deterministic.The translate function �p is surjective and injective, but not full.When we have the results of theorem 55 and 61 we can conclude that the followingtheorem, stated in [BR95] holds. 57



fa1g fa1; b1; c1ga aa; c fc1g fb1; c1g
fa1; b1gbc

b cbfa1; c1gfb1gb acFigure 40: CPo(p)Theorem 62 [BR95] Let A be an alphabet and R an event-preserving relationover A�. Let p 2 A�= �R.If FD(G(A;Rr)(p)) or BD(G(A;Rr)(p)) and G(A;Rr)(p) is co-deterministicthen �p is injective and full.Moreover as Biermann and Rozoy prove in [BR95] G(A;Rr)(p) is isomorphic withCPo(p) if and only if G(A;Rr)(p) has both the forward and backward diamondproperty.Theorem 63 [BR95] Let A be an alphabet and R an event-preserving relationover A�. Let p 2 A�= �R.G(A;Rr)(p) and CPo(p) are isomorphic if and only if G(A;Rr)(p) has the forwardand backward diamond property.IfG(A;Rr)(p) and CPo(p) are isomorphic then theorem 21 implies thatG(A;Rr)(p)has the forward and backward diamond property. If G(A;Rr)(p) has the forwardand backward diamond property then G(A;Rr)(p) is a distributive lattice andisomorphic with CPo(p).ExampleLet A = fa; b; cg and R = f(ab; ba); (bac; bca)g. Let p = [abci. Thenp = fabc; bac; bcag. In �gure 41 G(A;Rr)(p), the partial order of p and thecon�guration graph is depicted. (a,1) (b,1). . .(c,1)a bc c [abci[abi[ai[�i [bi [bcia ab fa1; b1gfa1g ba; b fb1g ac fa1; b1; c1gcafb1; c1gFigure 41: G(A;R)(p), Po(p) and CPo(p)58



It is easy to see that the two reldepgraphs are isomorphic and thatG(A;Rr)(p) has the forward and backward diamond property.7.1.5 From CPo(p) to G(A;Rr)(p)Let A be an alphabet and R an event-preserving relation over A�. In section 7.1.4we have proven that the total function �p is the morphism from G(A;Rr)(p) toCPo(p). However we can also look at a function  p on ConfPo(p) in order toestablish a morphism from CPo(p) to G(A;Rr)(p) is such morphism exists.De�nitionLet A be an alphabet and R an event-preserving relation over A�. Thefunction  p is de�ned for all C 2 ConfPo(p) in the following way: p(C) = fw 2 A�j(;; w; C) 2!�g.The function  p is a total function, But  p(C) is not always an element of Pre(p).ExampleLet A = fa; b; c; dg andR = f(bdc; bcd); (abc; acb); (cbd; cdb); (acd; adc); (dbc; dcb)g.Let p = [abcdiR = fabdc; abcd; acbd; acdb; adcb; adbcg.
a b

bbd d
d dbc

ccc c [abcdi
[abdi[abci
[acdi[adbi

[abi[aci[adi[ai[�i
Figure 42: G(A;Rr)([abcdiR)First we draw the quasi-pre�xgraph. G(A;Rr)(p) is depicted in �gure 42.The labelled poset Po(p) is depicted in �gure 43.When we have the labelled poset Po(p) we can construct the graph of con-�gurations. This graph is depicted in �gure 44.When we evaluate CPo(p), G(A;Rr)(p), and  p we see that ifC = f(a; 1); (b; 1); (d; 1)g then  p(C) = fabd; adbg. Since abd 6�R adb, p(C) 62 Pre(p). 59



..(a,1) (c,1)(b,1). (d,1).Figure 43: Po(p)fa1; b1gfa1; c1gfa1; d1g
fa1; b1; c1gfa1; b1; d1gfa1; c1; d1g fa1; b1; c1; d1g; a fa1g d dcbdcb b cdb c

Figure 44: CPo(p)Now we know that the function  p is not always a morphism from CPo(p) toG(A;Rr)(p).If there exists a path labelled with w from the root to a con�gurationC then the set  p(C) contains the set [wi.Lemma 64 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R, C 2 Conf(Po(p)), and w 2 A�. If ; w!� C then [wiR �  p(C).Proof:Induction on jCj.Let jCj = 0, then C = ;. Thus ; �!� C and [�iR =  p(;).Suppose it has been proven for all con�gurations C 0, where 0 � jC 0j � k.Assume jCj = k + 1 and ; w!� C. Then there exist e 2 EA, C 0 2 ConfPo(p),and w0 2 A� such that C 0 lA(e)! C, ; w0!� C 0and w = w0lA(e). jC 0j = k andby the induction hypothesis we have [w0iR �  p(C 0). C 0 [ feg = C, thus p(C) =  p(C 0 [ feg).Then [w0iR�lA(e) �  p(C 0)�lA(e)=  p(C 0 [ feg) =  p(C). �However the function  p is a morphism whenever for all paths labelled with wfrom the root to a con�guration C  p(C) = [wiR.Theorem 65 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. If ; w!� C implies  p(C) = [wiR for all C 2 ConfPo(p) andw 2 A� then  p is a morphism.Proof:We have  p(;) = [�iR. Then we have to prove that C1 a! C2 implies p(C1) a!�R  p(C2). Suppose we have C1; C2 2 ConfPo(p) and e 2 EA suchthat C1 lA(e)! C2. Suppose ; w! C1 for some w 2 A�. Then  p(C1) = [wiR.60



C1 [ feg = C2, thus  p(C2) =  p(C1 [ feg) =  p(C1)�lA(e). Therefore p(C1) a!�R  p(C2). �It is therefore easy to see that if we have a morphism between the con�gurationgraph of an partial order of a vertex and the quasi-pre�x graph of this vertexthen  p is injective.Theorem 66 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. If  p is the morphism from CPo(p) to G(A;Rr)(p) then  p isinjective.Proof:Suppose [wiR =  (C1) =  (C2) for some w 2 A� and C1; C2 2 ConfPo(p).By de�nition we have [wiR =  (C1) = fx 2 A�j (;; x; C1) 2!�g =  (C2) =fx 2 A�j (;; x; C2) 2!�g.Thus if y 2 [wiR then ; y�!� C1 and also ; y�!� C2. But CPo(p)(p) isdeterministic thus C1 = C2. �If CPo(p) is embedded intoG(A;Rr)(p) then CPo(p) andG(A;Rr)(p) are isomorphic.This theorem is from [BR95].Theorem 67 [BR95] Let A be an alphabet and R an event-preserving relationover A�. Let p 2 A�= �R. If CPo(p) � G(A;Rr)(p) then CPo(p) and G(A;Rr)(p)are isomorphic.Proof:We know that  p from ConfPo(p) to Pre(p) is injective since CPo(p) �Gr(A; I)(p). Thus all we have to prove is that  p is surjective and full.Let j[wiRj be the length of all the words in the crop trace. First weprove with induction on j[wiRj, w 2 A�, that  from ConfPo(p) to Pre(p) issurjective.Let j[wiRj = 0, then w = � and  (;) = [�iR holds.Suppose  is surjective for all crop traces with words with length less orequal to k.Assume j[wiRj = k + 1. There exist a 2 A and w0 2 A� such that w = w0a.Because a appears behind w0 the occurrence of a after w0 is allowed by Po(p).Then jw0j = k and by the induction hypothesis there exist a con�gurationC 2 ConfPo(p) such that  (C) = [w0iR. Then there exists a con�gurationC 0 such that C 0 = C [ f(a; jw0aja)g and  (C 0) = [wiR. Thus  is surjective.All we have to prove is that  is full. Suppose [wiR a�!��R [wiR�afor some w 2 A� and a 2 A. Then [wiR 2 Pre(p) thus there existsC 2 ConfPo(p) such that w 2  (C). Also [wiR�a 2 Pre(p) thus thereexists C 0 2 ConfPo(p) such that wa 2  p(C 0). For all b 2 Anfag holdsjwjb = jwajb and jwja + 1 = jwaja. Therefore C [ f(a; jwaja)g = C 0. By thede�nition of ! we have (C; a; C 0) 2!�. Thus  is full.Thus G(A;Rr)(p) and CPo(p) are isomorphic. �61



If we join the theorems 66 and 67 we get the next theorem.Theorem 68 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 A�= �R. If  p is a morphism from CPo(p) to G(A;Rr) then CPo(p) andG(A;Rr) are isomorphic.In the crop trace theory we do not always have a morphism from the con�gurationgraph of the partial order of a crop trace to the quasi-pre�x graph restricted tothe crop trace. However for Mtraces the function  p is always a morphism.Moreover then the function  p is always injective, surjective and full, since thecon�guration graph and the pre�x graph are always isomorphic.7.1.6 Represented by partial ordersA crop trace equivalence cannot always be represented by partial orders. In thenext example a crop trace equivalence will be given which cannot be representedby partial orders.ExampleLet A = fa; bg and R = f(aab; baa); (bba; abb). Let p = [aabbiR. Thenp = faabb; baab; bbaa; abbag. The quasi-pre�x graph and the Hasse diagramof the partial order of p are depicted in �gure 45.
ab ab b

a
b[ai [aai [aabi [aabbi (b,1)(a,1) (a,2)(b,2). ...[�i [baai[baia ab[bi [abbib[abi a[bbi bFigure 45: G(A;Rr)(p) and Po(p)The set of linearizations of Po(p) contains also the words abab and baba.These words are not in p and thus R cannot be represented by partial orders.7.1.7 ConclusionsFirst we consider the relation between Mtraces and crop traces. Let A be analphabet and I an independence relation over A. Then �I is a congruence, thusalso a right-congruence, and the quasi-concatenation � is well-de�ned for A�= �I .62



Since p[viI = p�v for all p 2 A�= �I and v 2 A� we have G(A; I) = G(A; (CI)r).This implies that results from last subsubsections also hold for the pre�x graphsof Mtraces. Thus we can conclude that the quasi-pre�x graph restricted to aMtrace is isomorph to the con�guration graph of the partial order of the Mtrace.This also follows from section 6.Crop traces lack some properties of Mtraces; the equivalence is not representedby partial orders, the quasi-pre�x graph has not the (compatible) forward orbackward diamond property nor satis�es the (inverse) cube axiom. All theseproperties were satis�ed by the Mtraces.We can only conclude that if the quasi-pre�x graph of a crop trace has theforward or backward diamond property and is co-deterministic then the morphismfrom the quasi-pre�x graph to the con�guration graph is injective and surjective.An interesting result is that if there exists a morphism from the con�gurationgraph to the quasi-pre�x graph then these graphs are isomorphic, which is aresult of the fact that there always exists a morphism from the quasi-pre�x graphto the con�guration graph.
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7.2 CongruenceIn this subsection we handle the generalization of Bauget and Gastin in [BG95].Bauget and Gastin describe a theory in which possible permutations of eventsdepend only on a part of their past. The relation, which de�nes equivalentexecutions, is again event-preserving. Since the permutations of the events onlydepend on a part of their past, two equivalent observations will still be equivalentwhen they are being observed after the same or equivalent past executions. Inother words we consider congruences which preserve the occurrences of the letters.This cop trace equivalence is de�ned in section 7.2.1. We will de�ne the coptrace monoid and the pre�x graph in the next subsubsection. Like with the croptrace theory we can look at the morphism between the pre�x graph and the graphof con�gurations, see subsubsection 7.2.3.7.2.1 Cop trace equivalenceDe�nitionLet A be an alphabet and R an event-preserving relation over A�.1. The cop trace equivalence induced by R is de�ned by �R, the congru-ence induced by R;2. hxiR = fz 2 A�j z �R xg the equivalence class containing x is the coptrace containing x.Note that cop trace equivalences are event-preserving. Moreover we write hxi ifR is clear.7.2.2 The pre�x graph and the con�guration graphLet A be an alphabet and R an event-preserving relation over A�. �R is acongruence thus we have a concatenation � de�ned as in subsection 6.2 byhxi � hyi = hxyi. The concatenation is well-de�ned. Because if x �R x0 andy �R y0 then xy �R x0y �R x0y0.With the concatenation � we have a trace monoid as in subsection 6.2,M(A;R)is the quotient monoid A�= �R, with concatenation � and unit h�iR. Thus wehave a pre�x ordering �R and a pre�x graph G(A;R) = (M(A;R); A;!�R; h�iR)similar to Mtraces. Moreover we have the following properties.Theorem 69 Let A be an alphabet and R an event-preserving relation over A�.For all p; q 2M(A;R) p ��R q if and only if p a�!�R q for some a 2 A.64



Theorem 70 Let A be an alphabet and R an event-preserving relation over A�.Then G(A;R) is a reldepgraph.ExampleLet A = fa; b; cg and R = f(ac; ca); (bc; cb); (cab; cba)g. Let p = habciR. Thepre�x graph of the cop trace p is depicted in �gure 46.
abc cbca cbcab a habcihacihabi

hbaihcbi
haihcihbih�i

Figure 46: G(A;R)(p)The pre�x graph has not the forward diamond property, is not co-deterministic and does not satisfy the cube nor inverse cube axiom. Thus itis special when the pre�x graph has all these properties.This example shows that there exist cop trace equivalences such that the pre�xgraph has not the forward diamond property and such that the pre�x graph isnot co-deterministic.Example continued fa1g fa1; b1; c1ga aa; afc1gfb1gbc
fa1; c1g
fb1; c1gc bbc bcfa1; b1g

Figure 47: CPo(p)The con�guration graph of Po(p) is depicted in �gure 47. It is clear thatthe pre�x graph and the con�guration graph are not isomorphic.65



ExampleLet A = fa; b; cg and R = f(ac; ca); (abc; acb); (cab; cba)g. Let p = habciR.The pre�x graph restricted to p is depicted in �gure 48.
a b

bcca ab ch�i habcihabi
hcbihci hacihai

Figure 48: G(A;R)(p)In the last example an event-preserving relation is given such that the pre�xgraph restricted to a cop trace does not have the backward diamond property.Thus after these examples we can conclude that the pre�x graph restricted to acop trace does not have special properties like with Mtraces.7.2.3 From G(A; S)(p) to CPo(p)Clearly, each cop trace equivalence �R is a crop trace equivalence �S , withS = Rl, since Rlr = (Rl)r. Thus we can use the crop trace theory and thequasi-concatenation, de�ned as hxiR�a = [xiS�a = [xaiS = hxaiR. Since theequivalence classes coincide, �a de�nes a�!�R. We de�ne the quasi-pre�x graphG(A;Rlr) = G(A; Sr) = (A�= �S ; A;!�S ; [�iS). By theorem 44 this is a reldep-graph.Example continuedThe quasi-pre�x graph of [abciR is depicted in �gure 49. The di�erencebetween the crop traces and cop traces is very clear. habcihabihaih�i a b cFigure 49: G(A;Rr)(p)The translate function restricted to the set Pre(p), denoted by �p as de�ned insection 7.1.4, is the morphism from G(A;R)(p) to CPo(p). Now from theorem 48follows:Theorem 71 Let A be an alphabet and R an event-preserving relation over A�.Let p 2M(A;R). If p = LE(Po(p)) then �p is surjective and full.66



From theorem 49 follows:Theorem 72 Let A be an alphabet and R an event-preserving relation over A�.Let p 2M(A;R). If �p is injective then G(A; S)(p) is co-deterministic.From theorem 62 follows:Theorem 73 Let A be an alphabet and R an event-preserving relation over A�.Let p 2M(A;R).If FD(G(A;R)(p)) or BD(G(A;R)(p)) and G(A;R)(p) is co-deterministic thenG(A;R)(p) � CPo(p) and �p is full.From theorem 63 follows:Theorem 74 Let A be an alphabet and R an event-preserving relation over A�.Let p 2M(A;R).G(A;R)(p) and CPo(p) are isomorphic if and only if G(A;R)(p) has the forwardand backward diamond property.We also have the function  p from the the con�guration graph of a vertex to thequasi-pre�x graph restricted to the vertex. Since the cop trace equivalence is acrop trace equivalence we can directly use the result from section 7.1.5.From theorem 68:Theorem 75 Let A be an alphabet and R an event-preserving relation over A�.Let p 2 M(A;R). If  is a morphism from CPo(p) to G(A;R)(p) then CPo(p) andG(A;R)(p) are isomorphic.7.2.4 Di�erence between crop and cop tracesIn the example of the subsubsections 7.2.2 and 7.2.3 the di�erence between [iRand hiR is shown. Since there exists a di�erence between right-congruences andcongruences there exists a di�erence between crop and cop traces.ExampleSuppose we have the event-preserving relation R = f(ab; ba)g. Let p =[abciR and p0 = habciR. Then p = fabc; bacg and p0 = fabc; bacg. However ifwe investigate the cop trace habcabiR and the crop trace [abcabiR then thecop trace has besides the elements of the crop trace also as the elements abcbaand bacba. Notice that we can not construct an event-preserving relation R0such that �R=�R0 .This example illustrates the fact that there exist right-congruences induced byevent-preserving relations which cannot be described by congruences induced by67



event-preserving relations. Thus we can conclude that the crop trace theory ismore general than crop trace theory.7.2.5 ConclusionsCop traces are di�erent from the de�ned Mtraces. This follows from theorem 74which states that the pre�x graph restricted to a vertex and the con�gurationgraph of the partial order of the vertex are only isomorphic if the pre�x graphrestricted to a vertex has the forward and backward diamond property. In the�rst example a pre�x graph restricted to a vertex this is shown, which has not theforward and not the backward diamond property. Like with crop trace theory thecop trace theory has no properties; the equivalence is not represented by partialorders, the pre�x graph has not the (compatible) forward or backward diamondproperty nor satis�es the (inverse) cube axiom.In subsubsection 7.2.4 there is shown that the crop trace theory is more generalthan the cop trace theory.
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8 RestrictionsIn this section we consider congruences and right-congruences generated by event-preserving relations satisfying certain restrictions. First we study the so-calledlocal traces from [H94]. Next we will study congruences which have a restrictedevent-preserving relation. In subsection 8.2 we require that the event-preservingrelation is a context commutation relation, which leads to the theory of cc traces.Bauget and Gastin describe in [BG95] congruences with a left-context commuta-tion relation, leading to lcc traces and rcc traces in subsection 8.3. Biermann andRozoy describe in [BR95] not only the crop trace theory but also the 1-contexttrace theory. This theory can be generalized to the k-context trace theory, whichis formulated in subsection 8.4.8.1 Subset permutationsLocal traces are a generalization of Mtraces. They were introduced in [H94] asa trace based semantics for non-safe Petri nets. Here we follow the set up of[KR95]. Local traces are aimed at capturing concurrency between sets of eventsoccurring after a certain history. Thus concurrency is decribed by means of arelation between words (histories) and sets of letters.8.1.1 Local trace equivalenceLet A be an alphabet. A local independence relation over A is a relationL � A� � Pf(A).De�nitionLet A be an alphabet and L a local independence relation over A. Letx; y 2 A�.1. x :�L y if there exist u; v; w; z 2 A� and (u; S) 2 L such that x = uvz,y = uwz and jvja = jwja � 1 for all a 2 A, and alph(v) � S.2. The local trace equivalence �L is de�ned by �L= ( :�L)�.3. [xiL = fz 2 A�jz �L xg the equivalence class of x, is the local tracecontaining x.Note that we write [xi if L is clear from the context.
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8.1.2 Di�erence between crop and local tracesIt is easy to see that the so de�ned local trace equivalence is a right-congruence.The congruence �L is the least right-congruence containing RL, the relationde�ned as follows. For a local independence relation L over ARL = f(uv; uw)j there exist (u; S) 2 L and S 0 � S such that jvja = jwja = 1 forall a 2 S 0 and jvja = jwja = 0 for all a 2 AnS 0g.Theorem 76 Let A be an alphabet and L a local independence relation over A.Then �L=�RL.Proof:Easy to see is :�L= (RL)r, as de�ned in section 3.4. First we prove that :�Lis symmetric. Suppose we have x; y 2 A� such that x :�L y. Then there existu; v; w; z 2 A� and (u; S) 2 L such that x = uvz, y = uwz and jvja = jwja �1 for all a 2 A, and alph(v) � S. But then also uwz :�L uwx and thusy :�L x. Thus :�L [( :�L)�1 = :�L and then �L= ( :�L)� = ( :�L [( :�L)�1)� =((RL)r [ (RL)�1r ) =�RL . �Note that the relation RL is an event-preserving relation, thus the congruenceon the right generated by RL is a crop trace equivalence. Thus we have thequasi-concatenation, �, de�ned as [xiL�a = [xaiL and the quasi-pre�x graphG(A;Lr) = (A�= �L; A;!�L; [�iL), which is a reldepgraph. We have the quasi-pre�x ordering �L, de�ned as [xiL �L [yiL if there exists w 2 A� such that[xiL�w = [yiL. If [xiL �� L[yiL for some a 2 A then [xiL a�!�L [yiL.The local traces are however more restricted than the crop traces. This willbe illustrated in the next example.ExampleLet A = fa; b; cg and the event-preserving relation R = f(abc; cba)g. Letp = [abciR. Then p = fabc; cbag and [aiR and [ciR are pre�xes of [abciR.Suppose L = f(�; fa; cg). Then [abciL = fabcg. But we want cba 2 [abciL.Suppose L0 = f(�; fa; b; cg)g. Then [abciL0 = fabc; acb; bac; bca; cab; cbag.Thus there exists no local independence relation L such that [abciL = [abciR.[�i [aia b [abib[cic [abciac[cbiFigure 50: G(A;Rr)([abciR)
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8.1.3 The graph of local tracesIn [H94] Kleijn and Rozoy introduce a graph of local traces induced by the localindependence relation L.De�nitionLet A be an alphabet and L a local independence relation.Let X � A�, S 2 Pf(A), p 2 A�= �L.1. The operation 4 : (A�= �L �Pf (A)) ! Pf(A�) is de�ned in thefollowing way: p4S = fuv 2 A�ju 2 p and v 2 Lin(S)g;2. The behaviour of L is the setBeh(L) = fw 2 A�j9(w0; S) 2 L : w 2 [w0i4Sg.3. [Xi is the set of local traces t = [wiL such that w 2 X;4. The language of local traces associated with L isLan(L) = [Prefix(Beh(L))i;5. The graph of local traces (associated with L) is the elgraph with initialnode GL = (Lan(L); A;!L; [�iL), wheret a�!L t0 if t�a = t0 and t; t0 2 Lan(L).The de�ned graph of local traces is a reldep graph, as shown in the next theorem.Theorem 77 Let A be an alphabet and L a local independence relation. GL is areldep-graph.Proof:First we show that [�iL is a root of GL.Suppose we have p 2 Lan(L). With induction on the length of p we provethat there exists a path from [�iL to p:Let jpj = 0, then p = [�iL and [�iL ��!�L p holds.Suppose there exists a path from [�iL to all p 2 Lan(L) where jpj � k.Assume jpj = k + 1. Then there exist p0 2 Lan(L) and a 2 A such thatp = p0�a (because of the function Prefix). Then we have p0 a�!L p andjp0j = k. By the induction hypothesis we have that there exists a path from[�iL to p0. Thus there exists a path from [�iL to p.We can conclude that [�iL is a root of GL.We have that GL is deterministic.Suppose p a�!L q and p a�!L q0 for some p; q; q0 2 Lan(L) and a 2 A thenp�a = q and p�a = q0. Thus q = q0.
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At last we prove that GL is event-preserving.Suppose we have the traces [uiL; [u0iL 2 Lan(L) and we know that v; w arepaths in the graph GL from [uiL to [u0iL.Then [uiL�v = [uiL�w = [u0iL and thus ju0ja = juvja = juwja for all a 2 A.Thus we can conclude jvja = jwja for all a 2 A.Having proved that GL is rooted, deterministic and event-preserving, wecan conclude that GL is a reldepgraph. �Since a local trace equivalence is also a crop trace equivalence we can constructbesides the graph of local traces the quasi-pre�x graph with the same local inde-pendence relation. In the next example a quasi-pre�x graph and a graph of localtraces is generated for a local independence relation.ExampleIn this example we show that there is a di�erence between the two graphs,which are both reldep-graphs. First we de�ne a local independence relationL1:L1 = f(b; fa; bg); (ab; fa; cg)gWhen we have the local independence relation L1 we can de�ne thelanguage of local traces associated with the local independence relation L1.Beh(L1) = fbab; bba; abca; abacg,Pre(Beh(L1)) = f�; a; b; ab; ba; bb; aba; abc; bab; bba; abca; abacg, andLan(L1) = f[�iL1 ; [aiL1; [biL1 ; [abiL1 ; [baiL1 ; [bbiL1 ; [abaiL1 ; [abciL1 ; [abaciL1g.Now we can construct the graph of local traces associated with the localindependence relation L1, in �gure 51.b
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Figure 51: GL1The graph in �gure 51 is the graph of local traces associated with the localindependence relation L1. For the local independence relation L1 we alsohave the local trace equivalence �L1 . This trace equivalence is also a72



crop trace equivalence and therefore we can construct the quasi-pre�x graph,denoted by G(A; (RL1)r). Because the quasi-pre�x graph is in�nite only apart of G(A; (RL1)r) is shown in �gure 52. The graph of local traces, denotedby GL1, is embedded into G(A; (RL1)r) and this is shown by the thick linesin �gure 52.
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Figure 52: G(A; (RL1)r)The graph of local traces is always embedded into the quasi-pre�x graph. Thedi�erence between these graphs is that the parts of the quasi-pre�x graph withno concurrency are left out of the graph of local traces. From the construction ofthe language of local traces associated with L we know that Lan(L) is a subset ofA�= �L. Now we can prove that GL is the restriction of Gr(A; (RL)r) to the setLan(L). So far we only knew the restriction of a reldepgraph to a node. But therestriction of a reldepgraph to a set of nodes means that only the nodes Lan(L)are used as vertices and only the edges which are between nodes of Lan(L) areused. 73



Theorem 78 Let A be an alphabet and L a local independence relation. GL isthe restriction of G(A; (RL)r) to the set Lan(L).Proof:We know GL and G(A; (RL)r) are each reldepgraphs with root [�iL. ClearlyLan(L) � A�= �L. By the de�nition of !�L and !l we have !�L=f(t; a; t0)jt 2 A�= �L and t0 = t�a and a 2 Ag and!L= f(t; a; t0)jt; t0 2 Lan(L) and t0 = t�a and a 2 Ag.Thus !L=!�L jLan(L)�A�Lan(L) and GL is the the quasi-pre�x graph re-stricted to the set Lan(L). �From now on we examine the quasi-pre�x graph, since the construction of thegraph of local traces is speci�c for local traces.8.1.4 Properties of local tracesIn this section we show the properties of local traces. First the last example iscontinued.Example continuedLet p = [abaciL1 . In �gure 53 the quasi-pre�x graph restricted to [abaciL1is shown. It is clear that G(A; (RL1)r)(p) has the forward and backwarddiamond property and G(A; (RL1)r)(p) is co-deterministic.
b ca ca [abaci[abai

[abci[abi[aia[�i
Figure 53: G(A; (RL1)r)(p)However the quasi-pre�x graph restricted to a local trace does not always havethe forward diamond property, nor the backward diamond property, nor is alwaysco-deterministic.In the next example a local independence relation and a local trace are givensuch that the quasi-pre�x graph restricted to the local trace does not have thebackward diamond property.ExampleLet A = fa; b; cg and L2 = f(�; fa; cg); (c; fa; bg); (a; fb; cg)g.Let p = [abciL2 = fabc; acb; cab; cbag. The quasi-pre�x graph restricted to pis depicted in �gure 54. 74
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bcca ab c [abci[abi

[cbi[ci [aci[ai[�i
Figure 54: G(A; (RL2)r)(p)The next example a local independence relation and a local trace are given suchthat the quasi-pre�x graph restricted to the local trace is not co-deterministicand does not have the forward diamond property.ExampleLet A = fa; b; cg and L3 = f(�; fa; cg); (�; fb; cg); (b; fa; cg); (a; fb; cg); (c; fb; ag)g.Let p = [abciL3 . The quasi-pre�x graph restricted to p is depicted in �g-ure 55.
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Figure 55: G(A; (RL3)r)(p)Thus we have the local trace theory which does not have the properties: thequasi-pre�x graph has the (compatible) forward diamond property, the quasi-pre�x graph has the backward diamond property, and the quasi-pre�x graph isco-deterministic. This in contrast with the Mtraces.The translate function restricted to the set Pre(p), denoted by �p as de�nedin section 7.1.4, is the morphism fromG(A;R)(p) to CPo(p). The local trace equiv-alence is a crop trace equivalence thus we can use the results from section 7.1.4.We can directly conclude that the following theorems hold.From theorem 48: 75



Theorem 79 Let A be an alphabet and L a local independence relation. Letp 2 A�= �L. If p = LE(Po(p)) then �p is surjective and full.From theorem 49:Theorem 80 Let A be an alphabet and L a local independence relation. Letp 2 A�= �L. If �p is injective then G(A; (RL)r)(p) is co-deterministic.From theorem 62:Theorem 81 Let A be an alphabet and L a local independence relation. Let p 2A�= �L. If G(A; (RL)r)(p) has the forward diamond property or G(A; (RL)r)(p)has the backward diamond property and is co-deterministic then �p is injectiveand full.From theorem 63:Theorem 82 Let A be an alphabet and L a local independence relation. Let p 2A�= �L. G(A; (RL)r)(p) and CPo(p) are isomorphic if and only if (G(A; (RL)r)(p)has the forward and backward diamond property.We also have the function  p from the the con�guration graph of a vertex to thequasi-pre�x graph restricted to the vertex. Since the local trace equivalence is acrop trace equivalence we can directly use the result from section 7.1.5.From theorem 68:Theorem 83 Let A be an alphabet and L a local independence relation. Letp 2 A�= �L. If  is a morphism from CPo(p) to G(A; (RL)r)(p) then CPo(p) andG(A; (RL)r)(p) are isomorphic.8.1.5 Diagonals in the quasi-pre�x graphLet A be an alphabet and L a local independence relation.When we have a quasi-pre�x graph restricted to a local trace p, and there existq; q1; q2; q0 2 Pre(p) such that q a�!�L q1, q b�!�L q2, q1 b�!�L q0, andq2 a�!�L q0 for some a; b 2 A, then a and b do not have to be concurrent after q.In the next example, from [BR95], this will be shown.ExampleLet A = fa; b; cg and L = f(�; fa; bg); (�; fb; cg); (�; fa; cg); (b; fa; cg);(c; fa; bg)g. Then we know that after the history a the actions b and care not concurrent. However abc :�L bac :�L bca :�L cba :�L cab :�L acb.76



To illustrate this we have depicted the quasi-pre�x graph of the local trace[abciL in �gure 56.
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Figure 56: G(A; (RL)r)([abciL)Thus we can not conclude that a \diamond" of two directed edges imply that thetwo actions involved are concurrent. This leads to the introduction of diagonalsin the quasi-pre�x graph.De�nitionLet A be an alphabet and L a local independence relation. The quasi-pre�xgraph with diagonals is the elgraph with initial nodeGd(A; (RL)r) = (A�= �L; A�;!d�L; [�iL), where [uiL y�!d�L [viL for someu; v; y 2 A� ifthere exist (x; S) 2 L, S 0; S 00 � S, and y0 2 A� such that S 0 \ S 00 = ;,alph(y) = S 0, alph(y0) = S 00, [uiL = [xiL�y0, and [viL = [uiL�y.Now we can construct the quasi-pre�x graph with diagonals.Example continued
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Figure 57: Gd(A; (RL)r)([abciL)77



We will say that diagonals are useful if the diagonals in the quasi-pre�x graphadd information to the interpretation of the quasi-pre�x graph. There appears tobe a connection between the property G(A; (RL)r)(p) has the cube and inversecube axiom and the property diagonals are useful in the quasi-pre�x graph.Conjecture Let A be an alphabet and L a local independence relation.G(A; (RL)r) has the cube and inverse cube axiom if and only if diagonals in thequasi-pre�x graph are not useful.The proof of the if-direction is easy. When diagonals are not useful, the quasi-pre�x graph with diagonals has the forward and backward diamond property.From theorem 8 and 9 follows that G(A; (RL)r) satis�es the cube and inversecube axiom.8.1.6 ConclusionsThe local trace theory is a restriction of the crop trace theory, but the quasi-pre�xgraph restricted to a local trace has no special properties. However the di�erencebetween the local trace theory and the crop trace theory has been made clear inthe �rst example of this subsection. Thus the local trace theory is a restriction ofthe crop trace theory since not all the trace equivalences described by crop traceequivalence can be described by local trace equivalences. An interesting aspectof the local trace theory is the possibility of creating a graph of local traces whichshows only the part of the quasi-pre�x graph with concurrency.
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8.2 Commutations with a contextBauget and Gastin describe in [BG95] trace equivalences generated by left-contextcommutation relations. In subsection 8.3 the equivalences generated by a left-context commutation relation is handled. In that subsection the equivalencesgenerated by a right-context commutation relation are also investigated. Firsthowever we examine a trace equivalence generated by a context commutationrelation.8.2.1 Cc trace equivalenceLet A be an alphabet and C an event-preserving relation over A�. The relation Cis a context commutation relation over A if for all (v; w) 2 C there exist a; b 2 Aand x; y 2 A� such that v = xaby and w = xbay.De�nitionLet A be an alphabet and C a context commutation relation over A. Letx 2 A�.1. The cc trace equivalence induced by C is de�ned by �C , the congruenceinduced by C.2. hxiC = fz 2 A�j z �C xg the equivalence class containing x is the cctrace containing x.8.2.2 Di�erence between cop and cc tracesIt is easy to see that a cc trace equivalence is a cop trace equivalence. Thuswe have the well de�ned concatenation � between cc traces and a trace monoidM(A;C). Between the cc traces we have a pre�x ordering �C such that p �C qif and only if there exists w 2 A� such that phwiC = q.We have a pre�x graph G(A;C) = (M(A;C); A;!�C ; h�iC), similar to coptraces such that G(A;C) is a reldepgraph and p a�!�C q for some a 2 A if andonly if p ��C q.The di�erence between cop and cc traces is the relation by which the congru-ence is induced. The next example illustrates this.ExampleLet A = fa; b; cg and R = f(abc; cba)g. Let p = habci. Then p = fabc; cbag.The congruence �R can not be described by a context commutation relation.Mtraces are cc traces, since the relation CI is a context commutation relation.79



8.2.3 Properties of cc tracesFirst some examples are given which illustrate the fact that cc traces have nospecial properties concerning the pre�x graph.ExampleLet A = fa; b; cg and C1 = f(ac; ca); (cab; cba); (abc; acb)g. Let p = habciC1 .Then p = fabc; acb; cab; cbag. The pre�x graph restricted to the cc trace pis depicted in �gure 58.
a b

bcca ab c habcihabi
hcbihacih�i hai

hciFigure 58: G(A;C1)(p)The pre�x graph restricted to p has the forward diamond property, but notthe backward diamond propery. The pre�x graph restricted to p is alsoco-deterministic.ExampleLet A = fa; b; cg and C2 = f(ac; ca); (bc; cb); (cba; cab)g. Let p = habciC2 .The pre�x graph restricted to p is depicted in �gure 59.
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Figure 59: G(A;C2)(p)The pre�x graph restricted to p does not have the forward diamond property,and is not co-deterministic. 80



Thus now we know that the pre�x graph of a cc trace does not always have the(compatible) forward or the backward diamond property. We also know that thepre�x graph of a cc trace is not always co-deterministic.The translate function restricted to the set Pre(p), denoted by �p as de�ned insection 7.1.4, is the morphism from G(A;R)(p) to CPo(p). A cc trace equivalenceis a cop trace equivalence. Thus we can use the results of section 7.2.3. We candirectly conclude that following theorems hold.From theorem 71:Theorem 84 Let A be an alphabet and C a context commutation relation overA. Let p 2M(A;C). If p = LE(Po(p)) then �p is surjective and full.From theorem 72:Theorem 85 Let A be an alphabet and C a context commutation relation overA. Let p 2M(A;C).If �p is injective then G(A;C)(p) is co-deterministic.From theorem 73:Theorem 86 Let A be an alphabet and C a context commutation relation overA. Let p 2 M(A;C). If FD(G(A;C)(p)) or G(A;C)(p) is co-deterministic thenG(A;C)(p) � CPo(p) and �p is full.From theorem 74Theorem 87 Let A be an alphabet and C a context commutation relation over A.Let p 2M(A;C). G(A;C)(p) and CPo(p) are isomorphic if and only if G(A;C)(p)has the forward diamond property.The function  p as de�ned in section 7.1.5 from the con�guration graph of a cctrace to the pre�x graph restricted to the cc trace can be a morphism. Sincethe cc trace equivalence is a crop trace equivalence we can use the result fromsection 7.1.5.From theorem 75:Theorem 88 Let A be an alphabet and C a context commutation relation overA. Let p 2M(A;C). If  is is a morphism from CPo(p) to G(A;C)(p) then CPo(p)and G(A;C)(p) are isomorphic.
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8.2.4 Represented by partial ordersThe next theorem has a result which is very important, since it implies that allcongruences which can be represented by partial orders can be generated by acontext commutation relation.Theorem 89 Let A be an alphabet and R an independence relation over A�. If�R is a congruence which can be represented by partial orders, then �R can begenerated by a context commutation relation.Proof:Suppose we have u 2 A�. Let Cu be the context commutation relation in-duced by the labelled poset Po(hui�R). By lemma 13 and 14 we know thatLE(Po(hui�R)) = huiCu. Since �R is represented by partial orders we haveLE(Po(hui�R)) = hui�R. Thus hui�R = huiCu. Let C = [u2A�Cu then ifu �R v then u �C v.Conversely, suppose u �C v, then there exist u0; : : : ; uk 2 A� with k � 0such that u = u0, v = uk, and ui = ui1xiui2 and ui+1 = ui1yiui2 with(xi; yi) 2 R for 0 � i � k � 1. �R is the congruence generated by R, thusfor all ui �R ui+1 0 � i � k � 1. Then u �R v.Thus u �R v , u �C v.Because C is a contex commutation relation we know that �R can be gen-erated by a context commutation relation. �The converse of the theorem does not hold. The next example illustrates this.Example continuedLet A = fa; b; c; g and C1 = f(ac; ca); (abc; acb); (cab; cba)g We have p =habciC1 = fabc; acb; cab; cbag. The partial order of p is depicted in �gure 60.(b,1).(a,1) (c,1). .Figure 60: Po(p)It is clear that LE(Po(p)) = fabc; acb; bac; bca; cab; cbag. Thus C1 is a con-text commutation relation but �C1 can not be represented by partial orders.ExampleLet A = a; b and C = faab; abag a context commutation relation. Thecongruence �C can be generated by partial orders. Let p = [a]C = fag andq = [ba]C = fbag.
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(a,1). (a,1)(b,1) (a,1) . (b,1)(a,2). . . .Figure 61: Po(p), Po(q), and Po(pq)The Hasse diagrams of the partial orders of p, q, and pq are depicted in�gure 61. �C can be represented by partial orders, however �C can notbe modularly represented by partial orders. Since �pq \ tp(Eq) � tp(Eq) 6=tp(�q).If we compare this result with the result from the Mazurkiewicz trace theory, �Ican be modularly represented by partial orders, we can conclude that cc tracesform a strict generalization of Mazurkiewicz traces.8.2.5 Diagonals in the pre�x graphLet A be an alphabet and C a context commutation relation.As with local traces, diagonals are sometimes useful. First we de�ne the pre�x-graph with diagonals.De�nitionLet A be an alphabet and C a context commutation relation. The pre-�x graph with diagonals is the elgraph with initial node Gd(A;C) =(M(A;C); A�;!d�C ; h�iC), where huiC ab�!d�C hviC for some u; v 2 A�and a; b 2 A if there exist x; y; z 2 A� such that u = zxab, v = zxba,(xaby; xbay) 2 C, and u; v 2 Pre(zxaby).z x a abb ab yhui hvi
The role of diagonals may be connected to the cube and inverse cube axioms.Conjecture Let A be an alphabet and C a context commutation relation. Gd(A;C)has the cube and inverse cube axiom if and only if diagonals are not useful.
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8.2.6 ConclusionsIf we have a congruence that can be represented by a partial order then thiscongruence can be generated by a context commutation relation. This conclusionmakes the subclass of cc trace equivalences interesting for investigation.Another important property of cc traces is that we can construct a pre�x-graph with diagonals such that if a vertex can be reached from a vertex throughtwo concurrent events, then there exists a diagonal in the pre�x graph. Theuse of diagonals is sometimes not needed. I suspect that diagonals in the pre�xgraph are only useful whenever the pre�x graph satis�es the cube and inversecube axioms.8.3 Left and right context commutationsIn [BG95] Bauget and Gastin describe a trace equivalence which has an event-preserving relation with a restriction. First the event-preserving relation is acontext commutation relation and second the relation has only a left context.We have extended this with a context commutation relation with only a rightcontext.8.3.1 Lcc trace equivalence and rcc trace equivalenceLet A be an alphabet and C an event-preserving relation over A�. The relationC is a left-context commutation relation over A if for all (v; w) 2 C there existx 2 A and a; b 2 A such that v = xab and w = xba.The relation C is a right-context commutation relation over A if for all (v; w) 2C there exist x 2 A and a; b 2 A such that v = abx and w = bax.De�nitionLet A be an alphabet, Cl a left-context commutation relation over A, andCr a right-context commutation relation over A. Let x 2 A�.1. The lcc trace equivalence induced by Cl is de�ned by �Cl , the congru-ence induced by Cl.2. hxiCl = fz 2 A�jz �Cl xg the equivalence class containg x is the lcctrace containing x.3. The rcc trace equivalence induced by Cr is de�ned by �Cr , the congru-ence induced by Cr. 84



4. hxiCr = fz 2 A�jz �Cr xg the equivalence class containg x is the rcctrace containing x.8.3.2 Di�erence between cc and rcc and lcc tracesThe de�ned rcc and lcc trace equivalences are also cc trace equivalences, sincea right-context commutation relation is a context commutation relation and aleft-context commutation relation is a context commutation relation. We havethe well de�ned concatenation � between rcc and lcc traces and a trace monoidM(A;C). Between the rcc and lcc traces we have a pre�x ordering �C such thatp �C q if and only if there exists w 2 A� such that phwiC = q.We have a pre�x graph G(A;C) = (M(A;C); A;!�C ; h�iC), similar to cctraces such that G(A;C) is a reldepgraph and p a�!�C q for some a 2 A if andonly if p ��C q.The next example shows a congruence induced by a context commutationrelation which can not be induced by a left-context commutation relation nor aright-context commutation relation.ExampleLet A = fa; b; cg and R = f(abc; acb); (abc; bac)g. Let p = habci. Thenp = fabc; bac; acbg. The congruence �R can not be described by a left-context commutation relation nor a right-context commutation relation.Mtraces are rcc and lcc traces, since the relation CI is a context commutationrelation without left context and right context.The translate function restricted to the set Pre(p), denoted by �p as de�nedin section 7.1.4, is the morphism from G(A;R)(p) to CPo(p). Theorem 84 totheorem 88 also hold for rcc traces and lcc traces.8.3.3 The link with local tracesLet A be an alphabet and C be a left-context commutation relation over A.Local independence relations and left-context commutation relations can be re-lated. This relation is expressed by the function � : (A� � A�) ! (A� � Pf(A))and is de�ned in the following way:�((uab; uba)) = f(xu; fa; bg)jx 2 A�g and�(C) = [r2C�(r).With this function we can prove the next lemma the result of which is usedin the proof of theorem 91.Lemma 90 Let A be an alphabet, let C be a left-context commutation relation85



over A. Let x; y 2 A� and a; b 2 A. xaby :�C xbay if and only if xaby :��(C) xbay.Proof:If xaby :�C xbay then (uab; uba) 2 C for some u 2 A� such that x = vu.Thus (vu; fa; bg) 2 �(C). Therefore xaby :��(C) xay.If xaby :��(C) xbay then (x; fa; bg) 2 �(C). From the function � weknow there exists (uab; uba) 2 C, where u 2 A� is such that x = vu. Thusxaby :�C xbay.We can conclude that the lemma holds. �Theorem 91 Let A be an alphabet, let C a left-context commutation relationover A. Then �C=��(C).Proof:Let w;w0 2 A� then w �C w0 if and only if there exist w0; : : : ; wk 2 A� suchthat w = w0 :�C w1 :�C : : : :�C wk = w0.With lemma 90 we know this holds if and only if w = w0 :��(C) w1 :��(C): : : :��(C) wk = w0.Thus if and only if w ��(C) w0. �Now we know that all the lcc traces are local traces, however there exist localtraces which are not lcc traces. The next example illustrates this.ExampleLet A = fa; b; cg and L = f(�; fa; bg)g. Let p = [ababiL. Then p =fabab; baabg. Now we want to de�ne a left-context commutation relationC such that the lcc trace q = hababiC is equal to the local trace p.Such C � f(ab; ba)g. Then q � fabab; abba; baab; babag. But abba =2 p,thus there exist no left-context commutation relation C such that �C=�L.Now we can compare the rcc traces with the local traces.ExampleLet A = fa; b; cg and C = f(abc; bac)g. C is a right-context commutationrelation. Let p = habciC . Then p = fabc; bacg. Suppose L � f(�; fa; bg)g.Let q = [abciL. Then q � fabc; bacg. Now compare p0 = habiC and q0 =[abiL. Then p0 = fabg and q0 = fab; bag. It is clear that exists no localindependence relation L such that �L=�C .Thus there are rcc traces which are not local traces.ExampleLet A = fa; b; cg and L = f(�; fa; bg)g. Let p = [abiL. Then p = fabbag.Now we have to de�ne a right-context commutation relation. Suppose C �f(ab; ba)g. Then q = habiC = fab; bag. Now compare p0 = [aabiL andq0 = haabi. Then q0 � faab; abag and so q0 6= p = faabg. Since C is aright-context commutation relation we can not de�ne that the commutation(ab; ba) only takes place after an empty word h�iC .86



Thus there exist local traces which are not rcc traces.8.3.4 Properties of lcctraces and rcctracesThe lcc traces have no special properties for the pre�x graph restricted to avertex. The next examples, previously used in subsection 8.2, illustrate this.ExampleLet A = fa; b; cg and C1 = f(ac; ca); (cab; cba); (abc; acb)g. Let p = habciC1 .Then p = fabc; acb; cab; cbag. The pre�x graph restricted to the lcc trace pis depicted in �gure 62.
a b

bcca ab c habcihabi
hcbihacih�i hai

hciFigure 62: G(A;C1)(p)The pre�x graph restricted to p has the forward diamond property, butnot the backward diamond propery. The pre�x graph restricted to p isco-deterministic.ExampleLet A = fa; b; cg and C2 = f(ac; ca); (bc; cb); (cba; cab)g. Let p = habciC2 .The pre�x graph restricted to the lcc trace p is depicted in �gure 63.
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Figure 63: G(A;C2)(p)The pre�x graph restricted to p has not the forward diamond property, andis not co-deterministic. 87



The rcc traces have also no special properties for the pre�x graph restricted to avertex. This is illustrated in the next examples.ExampleLet A = fa; b; cg and C3 = f(ac; ca); (abd; bad); (bcd; cbd)g. Let p = habcdiC3 .Then p = fabcd; acbd; cabd; cbadg. The pre�x graph restricted to the rcctrace p is depicted in �gure 64.
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bcca ab c habcihabi
hcbihacih�i hai

hci habcdid
Figure 64: G(A;C3)(p)The pre�x graph restricted to p has the forward diamond property, butnot the backward diamond propery. The pre�x graph restricted to p isco-deterministic.ExampleLet A = fa; b; c; dg and C4 = f(ac; ca); (bc; cb); (abd; bad)g. Let p = habcdiC4 .The pre�x graph restricted to the rcc trace p is depicted in �gure 65.
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Figure 65: G(A;C4)(p)The pre�x graph is not co-deterministic and does not have the forwarddiamond property.
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8.3.5 Represented by partial ordersWe know that if a trace equivalence can be represented by partial orders thenthe trace equivalence can be generated by a commutation relation. The nexttheorem shows the connection between congruences which can be represented bypartial orders and are right-cancellative and congruences which can be generatedby left-context commutation relations.Theorem 92 [BG95] Let A be an alphabet. If � is a congruence over A whichcan be represented by partial orders and is right-cancellative, then � can be gen-erated by a left-context commutation relation.Proof:We know from theorem 89 that � can be generated by a context commuta-tion relation C.Suppose (xaby; xbay) 2 C then because � is right-cancellative, we knowthat (xab; xba) 2�C . Since �C is a congruence (xaby; xbay) 2 C is irrele-vant and can be replaced by (xab; xba) without changing �C . Therefore �can be generated by a left-context relation. �The next example shows that there exist lcc trace equivalences which can not berepresented by partial orders.ExampleLet A = fa; b; cg and C = f(ac; ca); (cab; cba); (abc; acb)g. C is a left contextcommutation relation. Let p = habciC . Then p = fabc; acb; cab; cbag. TheHasse diagram of the partial order of p is depicted in �gure 66.(a,1). (b,1). (c,1).Figure 66: Po(p)It is clear that LE(Po(p)) = fabc; acb; bac; bca; cab; cbag and thus that �Ccan not be represented by partial orders.Similarly a congruence which can be represented by partial orders and which isleft-cancellative can be generated by a right-context commutation relation.Theorem 93 [BG95] Let A be an alphabet.If � is a congruence over A which isrepresented by partial orders and is left-cancellative, then � can be generated bya right-context commutation relation.The next example shows that there exist rcc trace equivalences which can not berepresented by partial orders. 89



ExampleLet A = fa; b; cg and C = f(acb; cab); (abd; bad); (bcd; cbd)g. C is aright-context commutation relation. Let p = habcdiC . Then p =fabcd; acbd; cabd; cbadg. The Hasse diagram of the partial order is depictedin �gure 67. (a,1). (b,1). (c,1).(d,1).Figure 67: Po(p)It is clear that LE(Po(p)) = fabcd; acbd; bacd; bcad; cabd; cbadg and thusthat �C can not be represented by partial orders.Let A be an alphabet and C an independence relation over A�. The relation Cis a commutation relation over A if for all (v; w) 2 C there exist a; b 2 A suchthat v = ab and w = ba.The next step is to examine a congruence which can be represented by partialorders and is left and right-cancellative. The next theorem shows that then thecongruence can be generated by a commutation relation.Theorem 94 [BG95] Let A be an alphabet. Let � be a congruence over A. If �can be represented by partial orders and is cancellative then � can be generatedby a commutation relation.Proof:We know from theorem 89 that � can be generated by a context commuta-tion relation C.Suppose (xaby; xbay) 2 C then because � is cancellative we know(ab; ba) 2�C . Since � is a congruence (xaby; xbay) 2 C is irrelevant and canbe replaced by (ab; ba) without changing �C . Therefore � can be generatedby a commutation relation. �If a congruence can be modularly represented by partial orders then the congru-ence is cancellative.Theorem 95 Let A be an alphabet and � a congruence over A. If � can bemodularly represented by partial orders then � is cancellative.Proof:First we will prove that if � can be modularly represented by partial ordersthen � is right-cancellative.Let u; v; w 2 A� such that uw � vw. Then Euw = Evw. Thus Eu = Ev.90



uw � vw implies Po(huwi) = Po(hvwi), thus �huwi=�hvwi. Since � ismodularly represented by partial orders we know �huwi \(Eu � Eu)=�huiand �hvwi \(Ev � Ev)=�hvi. We have Eu = Ev and �huwi=�hvwi thus�hui=�hvi. Then Po(hui) = Po(hvi). Now we can conclude that hui =lA(LE(Po(hui))) = lA(LE(Po(hvi))) = hvi. Thus u � v.Similarly we can prove that � is left-cancellative. �From theorem 94 and theorem 95 follows that a congruence which can be modu-larly represented by partial orders can be generated by a commutation relation.On the other hand we also know that a commutation relation can de described asa independence relation. Thus a commutation relation generates a Mtrace equiv-alence. In section 6 we concluded that a Mtrace equivalence can be modularlyrepresented by partial orders. Thus we can conclude that the following theoremholds.Theorem 96 � can be modularly represented by partial orders if and only if �is a Mazurkiewicz trace equivalence.8.3.6 ConclusionsIn this subsection we have concluded that the cc trace theory is a generaliza-tion of the rcc trace theory and the lcc trace theory. On the other hand theMazurkiewicz trace theory is a specialization of the rcc and lcc trace theory. Thercc and lcc trace equivalences have no special properties, like the (compatible)forward or backward diamond property. The di�erence between rcc and lcc tracesis the fact that lcc traces are local traces and rcc traces not. This also impliesthat cc traces are d�erent from local traces.An important result is theorem 96, which states that any congruence whichcan be modularly represented by partial orders is a Mazurkiewicz trace equiva-lence.8.4 Commutations with a limited left contextAs de�ned in section 6.2 of [BR95]there are also context commutation relationswhich have a limited left context. Biermann and Rozoy only describe a contextcommutation relation where the left context consists of one letter. In section 8.4.1we extend this by allowing the left context to exist of words of a certain length.In the next section the resulting k-context traces will be compared with the localtraces from section 8.1. In section 8.4.4 we de�ne �k-context traces which have alimited left context the length of which may vary between a limit k and 0. And of91



course there will be some properties about the relation between the pre�x graphand the graph of con�gurations.8.4.1 K-context trace equivalenceA special case of the left context commutation relation is the left context com-mutation relation with a �xed length of the context.Let A be an alphabet and C a left-context commutation relation over A. Letk � 0. C is a k-context commutation relation over A if C � Ak+2 � Ak+2.The lcc trace equivalence induced by a k-context commutation relation overA is a k-context trace equivalence.ExampleA well-known example of a k-context commutation relation is the Pro-ducer/Consumer Paradigm. This example is also described in [BR95].The principle behind the Producer/Consumer Paradigm is that a con-sumer can consume after a producer has produced. However a consumerdoes not have to consume immediately after the production. The consumercan build a reserve. The independence relation over A�, where A is an al-phabet containing p, for produce, and c, for consume, is therefore:C = f(ppc; pcp)g.Note that C is a 1-context commutation relation over fp; cg leading to a1-context trace equivalence �C . The pre�xgraph G(A;C)(p) where p is the1-context trace hpcpcpcpci�C is depicted in �gure 68.8.4.2 Di�erence between lcc and k-context tracesIt is easy to see that the k-context commutation relation is a left-context com-mutation relation. Thus k-context traces are lcc traces. However there exist lcctraces which are not k-context traces. The next example illustrates this.ExampleLet A = fa; b; cg and C = f(ac; ca); (cab; cba); (abc; acb)g. Let p = habciC .C is a left-context commutation relation. Since (ac; ca); (cab; cba) 2 C C isnot a k-context commutation relation. The pre�x-graph restricted to the lcctrace p is depicted in �gure 62. Let p0habciC0 .Suppose C 0 = f(ac; ca); (ab; ba); (cb; bc)g. Thenp0 = fabc; acb; bac; bca; cab; cbag 6= p. Suppose C 0 = f(cab; cba); (abc; acb)g.Then p0 = fabc; acbg 6= p. We want cab 2 p0. Since C 0 is a 1-contextcommutation relation this is not possible.It is clear that there does not exists a k-context commutation relationC 0 such that �C0=�C . 92
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Figure 68: G(A;C)(p)8.4.3 The link with local tracesLet A be an alphabet, k � 0 and C be a k-context commutation relation over A.Local independence relations and k-context commutation relations can be related.This relation is expressed by the function � : (A� � A�) ! (A� � Pf(A)) and isde�ned in section8.3.3.The next example shows that there exist local traces which can not be de-scribed by a k-context trace equivalence.ExampleLet A = fa; b; cg and L = f(c; fa; bg)g. Let p be the local trace containingcabcab. Then p = fcabcab; cbacabg.Let C = f(cab; cba)g. C is a 1-context commutation relation. Let p0 bethe k-context trace containing cabcab thenp0 = fcabcab; cbacab; cbacba; cabcbag.It is clear that the k-context trace equivalence �C is di�erent from the localtrace equivalence �L and there does not exists a k-context commutationrelation C 0 such that �C0 is equal to �L.93



ExampleLet A = fa; b; cg and C = f(abc; acb); (acd; adc); (cbd; cdb); (dcb; dbc)g. Letp = habcdiC . The pre�x graph restricted to p is depicted in �gure 69.
dbc
ccbda [abcdi[abci

[acdi[aci[abi
[adi[ai[�i [adbi dbcbFigure 69: G(A;C)(p)The relation C is a k-context commutation relation. We have de�ned afunction � which relates the k-context commutation relation with a localindependence relation. We get the following local independence relationL0 = �(C):L0 = f(xa; fb; cg)jx 2 A�g[ f(xa; fc; dgjx 2 A�g[ f(xc; fb; dgjx 2 A�g[f(xd; fb; cgjx 2 A�g.This example shows that the pre�x graph restricted to a k-context trace hasno special properties. The pre�x graph has not the forward nor the backwarddiamond property. If we add to the relation C the pair (bcd; bdc) we have apre�x graph which is not co-deterministic. We can therefore conclude that thepre�x graph has no properties. Since the k-context commutation relation is alsoa left-context commutation relation we have the same results as in section 8.3.4.8.4.4 �K-context trace equivalenceLet A be an alphabet, k � 0 and C a commutation relation over A. Then C is a�k-context commutation relation over A if for all (v; w) 2 C there exists x 2 A�and a; b 2 A such that v = xab and w = xba and jxj � k.The �k-context trace congruence generated by C is de�ned by �C .All the terminology and notations for k-context trace equivalences will beused for �k-context trace equivalences.ExampleLet A = fa; b; cg and C = f(ab; ba); (bac; bca)g. The pre�x graph restrictedto habciC is depicted in �gure 70.This example shows that the pre�x graph can have some properties, like theforward and backward diamond property. From the de�nition of a �k-contextcommutation relation follows that a k-context commutation relation is a �k-94



ba cab ach�i hbci habcihabihaihbiFigure 70: G(A;C)(habci)context commutation relation. Thus a k-context trace is a �k-context trace. The�k-context commutation relation can be rewritten into a k-context commutationrelation by the following function. �((uab; uba)) = f(xuab; xuba)jxu 2 Akg�(C) = [r2C�(r). However if we compare the congruence induced by �(C), whereC is a k-context commutation relation, with the congruence induced by C, wecan conclude that there exists a di�erence between the congruences. In the nextexample this is illustrated.Example continuedThe resulting k-context commutation relation is C 0 =f(aab; aba); (bab; bba); (cab; cba); (bac; bca)g. But now the pre�x graphrestricted to habciC0, depicted in �gure 71, is not isomorphic to the pre�xgraph depicted in �gure 70. b c habcihabih�i a haiFigure 71: G(A;C 0)(habci)Thus there exist congruences generated by a �k-context commutation relation,who can not be generated by a k-context commutation relation. The next exampleillustrates this.ExampleLet A = fa; b; cg and C = f(ab; ba); (abc; acb)g. C is a �1-context com-mutation relation. Let p = habiC . Then p = fab; bag. If we would like todescribe the congruence generated by C, �C , by a k-context commutationrelation C 0, then (ab; ba) is an element of C 0. Thus C 0 has to be a 0-contextcommutation relation. But then the restriction b and c are only concurrentafter c can not be described in the 0-context commutation relation C 0.8.4.5 Di�erence between lcc and �k-context tracesIt is easy to see that the �k-context commutation relation is a left-context com-mutation relation. Thus �k-context traces are lcc traces. The di�erence betweenlcc traces and �k-context traces is the restriction on the relation by which the95



congruence is induced. Of course a �nite left-context commutation relation canalways be de�ned as a �k-context commutation relation, where k is the lengthof the largest context in the relation left-context commutation relation. In gen-eral the class of congruences induced by �k-context commutation relations is notequal to the class of congruences induced by left-context commutation relations.8.4.6 The link with MtracesIt is easy to see that the Mtraces, which can be generated by a commutationrelation, are a special kind of k-context traces and �k-context traces and also ofrcc traces. The Mtraces are 0-context traces and �0-context traces.8.4.7 ConclusionsThe k-context trace theory is a restriction of the �k-context trace theory. Thusthis implies that there exist local traces which are not �k-context traces. TheMtrace trace theory is a restriction of the k-context trace theory, and thus of the�k-context trace theory. The k-context traces and thus �k-context traces haveno properties this in contrast with Mtraces.
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9 ConclusionWe have described several trace equivalences and can conclude that there is a cer-tain ordering between the di�erent trace equivalences. This ordering is visualizedin �gure 72. In fact the diagram is complete: all inclusions are strict and if twonodes are not connected, they are incomparable. This follows from examples inthe cited subsubsections and with two more examples. The �rst example showsthat a k-context trace is not a rcc trace and the second example shows that alocal trace is not a cop trace.I suspected that some of the generalizations would have some properties likethe backward diamond property, but this is not true. All the generalizations ofthe Mazurkiewicz trace theory have examples in which the (quasi-)pre�x graphdoes not have the (compatible) forward diamond property, does not have thebackward diamond property, and is not co-deterministic. For all the general-izations we have as result that the (quasi-)pre�x graph restricted to a trace isisomorphic to the con�guration graph of the partial order of the trace if and onlyif the (quasi-)pre�x graph restricted to a trace has the forward and backwarddiamond property. This result was described by Biermann and Rozoy in [BR95].When we investigate the theory described by Bauget and Gastin we can con-clude that all the congruences which can be represented by partial orders canbe generated by context commutation relations. However there exist cc traceequivalences which can not be represented by partial orders. Thus there exists astrict subset of cc trace equivalences which can be represented by partial orders.In subsection 8.3 theorem 96 states that a congruence which can be modularlyrepresented by partial orders is a Mazurkiewicz trace equivalence. The congru-ences which can be represented by partial orders and are left-cancellative (orright-cancellative) are a strict subset of the rcc trace equivalences (or lcc traceequivalences). Congruences which are cancellative and can be represented bypartial orders are Mazurkiewicz trace equivalences and only these congruencescan be modularly represented by partial orders.
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coptraces
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�k-context traces
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Figure 72: The ordering between the trace equivalences
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