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Abstract

In recent years, the development of low-cost and energy-efficient sensing technology
combined with the evolution of the pervasive computing field open up new opportuni-
ties in the human-computer interaction domain. One of the major applications that
attracted a wide attention, is human activity recognition, using wearable sensors
technology. Although the field has an ever-increasing research interest, there are still
a number of challenges on the choices of sensor body location, feature construction
and selection, and modeling.

This thesis investigates wearable sensor positioning for monitoring daily living
activities of older individuals and investigates different combinations of features and
models on different sensor positions. The motivation of this research comes from
the medical field of health monitoring and more particularly on the "Growing Old
TOgether" study of Leiden University Medical Center. The goal is to provide a
framework that can answer the following questions, for the given sensor networks
and group of activities: (i) Which is the best sensors network? and (ii) Which is the
best body location for using only one sensor? Based on that, the analysis pipeline
and how to further improve models is discussed.
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Chapter 1

Introduction

In this chapter, we will describe the general scope of this thesis. First, the problem
of activity recognition will be introduced providing also the motivation of this thesis.
Following that, we will discuss the methodology and the different challenges of
activity recognition as they are presented in literature. In Section 1.5, the research
questions and the contribution of this thesis in Activity Recognition domain will be
stated. Finally, we will conclude with the outline of the remainder of this thesis.

1.1 Problem Description

In recent years, the development of low-cost and energy-efficient sensing technol-
ogy combined with the evolution of the pervasive computing1 field, open up new
opportunities in the human-computer interaction domain. Technologies such as
fitness monitoring, smart homes, auto driving cars etc. are becoming more and more
common.

For those reasons, wearable sensors technology for human daily activity monitor-
ing, has attracted a wide attention. A number of sensors, strategically placed on a
human body, can create a network that can monitor physical activities, vital-signs
and provide real-time feedback analytics [1].

Sensor-based Activity Recognition

Activity recognition is the task of identifying the actions of individuals via wearable
or environmental sensors. Environmental sensors can be cameras, microphones,
kinematic sensors and in general sensors located in a room, where the individual
takes part in activities. On the other hand, wearable sensors are accelerometers,
gyroscopes or sensors, like electrocardiography (ECG), blood pressure, heart rate,
breath rate and temperature, located on the body of the individual. The combination
of multiple sensors used for the same objective is called a Sensor network.

1A concept in software engineering and computer science where computing can occur using any
device, in any location, and in any format. Pervasive computing systems are totally connected and
consistently available.
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1. Introduction

In this thesis, we will study human motion based on data of a body-worn sensor
network. Human motion can be divided in three types [2]:

• Actions: Simple, meaningful motion patterns, which occur periodically or
singly.

• Activities: A sequence of one or several actions, where those actions can
represent the same or different motions.

• Behaviors: A chain of one or several activities.

As an example, a footstep is an action, a sequence of footsteps is an activity (walking)
and, finally, walking from point A to point B is a chain of activities (standing,
walking and then standing again), which is called behavior. The main idea of activity
recognition is to link each sensor measurement to an activity label. Therefore, the
problem of activity recognition can be defined as follows,

Definition

Given activity labels A = {y0, . . . , yn−1} and a series of measurements S = [(t0,m0), . . . ,
(tk,mk)], where ti is the timestamp of measurement mi. The purpose of the activity
recognition process is to find mapping f : mi → A, so that f(mi) is as similar as
possible to the actual activity performed at ti [3].

This task is really challenging owing to the complexity and diversity of human
activities. To successfully identify activities, Data Mining and Machine Learning
learning techniques are used. The physical activity recognition problem can be seen
as a supervised classification problem. Several methods have been studied, among
others Decision Trees, k-Nearest Neighbor (k-NN), Support Vector Machine (SVM),
Naive Bayes, Random Forest, and Neural Networks and Deep Learning [3, 4, 5, 6, 7].

1.2 Motivation
The latest developments of wearable devices have enabled novel applications in
different areas, such as healthcare, sports or security, among others, and at this
moment, there are many open problems to be tackled [4]. One of the most promising
fields is the healthcare domain. Applications like long-term health monitoring, as
part of everyday life, is a central element of care in certain areas of health and
disease management. Another application lies in the increasing interest of research
around healthier lifestyles in elderly population [8, 9]. In many of these studies,
accelerometers and other wearable sensors are used for the measurement of the
quantity and quality of the physical activities performed [10, 11, 12].

One of these studies, the Growing Old Together or GOTO study [10] is the
motivation for this thesis. The GOTO study was designed and performed by the
departments of Molecular Epidemiology, Gerontology and Geriatrics, Radiology and
Medical Statistics of Leiden University Medical Center (LUMC) and the Division of

2



1.2. Motivation

Figure 1.1: The GOTO study[10].

Human Nutrition of Wageningen University. The goal of the study was to observe
the effects of a 13-weeks lifestyle intervention in 164 older adults (with average age
= 63.2 years). In detail, a 13 weeks lifestyle program was applied, with a target
of 12.5% caloric restriction and 12.5% increase in energy expenditure through an
increase in physical activity. Individual guidelines were prescribed by respectively
a dietitian and physiotherapist in consultation with the participant to match the
subjects’ preferences and physical capabilities. Multiple measurements took place
in the beginning, end and during the study (Figure 1.1). Among those, to quanti-
tatively determine physical activity prior to the intervention and at the end of the
intervention, wearable accelerometers for seven days, were used on wrist and ankle
(GENEActiv, Activinsights, Kimbolton, UK) [10]. However, the arising problem was
that except for the accelerometer measurements there was no information about
the type of activities performed during those 2 weeks (prior and at the end of the
intervention). In order to overcome that problem, there was a need to develop an
activity recognition model, that would predict the type of activity from accelerometer
data.

Motivated by that, I worked for 6 months as an intern in the department of
Molecular Epidemiology in Leiden University Medical Center (March-August 2017)
with the goal of developing such an activity recognition model. This thesis reports
the research that took part during this period.

3



1. Introduction

1.3 Methodology

In this section, the methodology of solving the problem of activity recognition is
discussed. The process to solve this problem can be divided into three main phases:
data collection, training, and activity recognition (Figure 1.2).

Figure 1.2: The three main phases for activity recognition [5].

1.3.1 Data collection

This is the first phase where the data for model training are collected. If we want
to predict n activities, then the training dataset must be collected with at least n
activities. Furthermore, the training dataset or labeled dataset should be created
using the same devices with the data that we want to predict and placed in the
same body parts. A good training data set includes enough variation. This way, the
models trained using the data learn exceptional circumstances as well, and therefore,
work in the wider spectrum causing less misclassifications [13]. That is because,
individuals perform activities in their own way, which creates special patterns in the
sensor data.

1.3.2 Training

In this phase, the labeled dataset is used to teach the characteristics of every label
(activity) to the model. The learning procedure can be divided in; pre-processing,
feature construction and selection, modeling and evaluation.

Pre-processing

It is the stage where the collected data can be modified to make the task of recognition
easier. For instance, dealing with missing data, omitting data believed not useful,
synchronizing signals, and dealing with different sampling rates. The purpose of
pre-processing is to speed-up computation by keeping only the meaningful data.

4



1.3. Methodology

Figure 1.3: The features construction step.

Feature construction and selection

In order to define a label/activity for a certain time period, windowing data is used.
This method divides the high rated signal into equally sized windows of time, e.g. 5
seconds. This means that the one does not need to label each sensor measurement
separately, but only for every window. For each window, features that represent
its measurements are constructed, see Figure 1.3. The values of the feature try to
catch the relations of the data in some descriptive way. The most popular features
are those constructed by aggregation functions such as mean, standard deviation,
maximum, minimum, median etc. [14, 15, 16, 17]. Adding to those, there are also
other ways of feature construction such as Fourier Transformations [4], and Entropy
calculated over frequency domain coefficients [18].

After feature construction from the signals, selection methods are applied to find
the most descriptive ones. At this point, we also have to state that there are some
studies which train the methods on raw data without the construction of features
[19, 20, 6]. Nevertheless, for this thesis we choose to use this step for the reasons
that it will reduce our computational time in training and it is more straightforward
to have a time window which represent an activity than just one measurement. For
that reason, we compared two methods one with a manually constructed features
at a fixed window and one automated (see Section 3.3). Furthermore, the theory
behind feature construction and selection is presented in Section 2.3.

Modeling

This is the procedure where classification algorithms are using the selected features
as inputs and learn a decision rule or function that associates the input data to
the classes. There are main directions in machine learning techniques: supervised
and unsupervised learning. Supervised learning approaches are those that require
labeled data and unsupervised that infer automatically the labels from the data.

5



1. Introduction

For our project supervised classification algorithms will be used. Several methods
are suggested in the literature for activity recognition [3, 4, 5, 6, 7], among others
Decision Trees (DT), Support Vector Machines (SVM), Random Forests (RF), k-
Nearest Neighbors (kNN), Artificial Neural Networks (ANN), as well naive Bayes,
Hidden Markov Models (HMM) and hierarchical classification. The challenge of
choosing the most suitable one will be discussed in Section 1.4.

Evaluation

During this the procedure the models efficiency is validated. Having trained already
a model and before apply it, we have to evaluate it using a known test dataset. The
most known evaluation method in Machine Learning field is the cross validation [21],
where the dataset is split in training and test sets. Then the model is trained on the
train set and applied on the test set, which was not used during the training. To
evaluate its performance different measures are computed (accuracy, precision). In
Section 2.3, we will present this step in detail.

1.3.3 Activity recognition

This is the last phase where the trained model is used to classify the unlabeled
data. In order to predict the labels from the unknown data, we have to compute the
selected features for the same window size that where used in the training dataset.
Those features will be given as an input to our model to predict the activity class. It
has to be noted that in order to classify the new data, the same parameters with the
train dataset must be used.

1.4 Challenges

In this section, an overview of the challenges that have to be handled during the 3
aforementioned phases is given. There are 4 main choices to be considered before we
start training a model for activity recognition.

Type of individuals

The physical characteristics of the subjects, whose sensor data will be used for the
model training, play a significant role. Characteristics like the BMI2 or the age of the
individuals taking part in the generation of the training data could change the range
and the patterns of activities that the individual perform. This point was studied in
[15] where different data collection scenario were tested for different age groups and
the resulting data patterns for every group differ. For that reason, since we want to
predict activities for older individuals the data we have to use for training have to
be from a similar group.

2Body Mass Index
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1.4. Challenges

Type, number and placement of sensors

It is clear that the task of activity recognition depends on the devices their location
on individuals’ body. The different type of sensor networks give different kind of
inputs, in different sampling rates. This problem it is stated in literature as The
Sensor Selection Problem [22, 23] and we will discuss it in more detail in Chapter
2. In general, for our research sensor network with both accelerometers and sensors
for physical measurements will be used. Moreover, it is pointed in several studies
[3, 4, 15, 24, 25] that the sensors placement has a direct effect on the measurement
of bodily motions, but the ideal sensor location for particular applications is still
a subject of much debate. Various studies combined multiple accelerometers in
different body locations, with the majority of highlighting that the placement of
many sensors can become burdensome for the individuals [18]. This is leading us to
determine both the minimum number of sensors as well as their relevant placement,
while still ensuring a sufficiently high activity recognition rate. In this thesis, we will
compare different combinations of sensors placements.

Type and number of activities

Those are the classes have to be predicted. As it was stated in Problem Description,
Section 1.1, there are different kind of motions, starting from the simple ones,
the actions, to a bit more complicated, the activities, and to more complicated
combinations the behaviour [3]. The more complicated a motion is the harder to
be predicted, since the patterns in the data would be more unique. For example,
walking, standing, laying down could be predicted (classified) easier than dishwashing
or vacuum-cleaning. Therefore, in order to capture complex activities we need more
data, probably from different body locations, otherwise activities that use only
one part of the individuals body could not be classified, correctly. For example,
dishwashing that uses only the upper body of an individual could be classified as
standing, if the individual wears an accelerometer on the ankle. However, classifying
dishwashing as standing is not a misclassification, since the individual, actually, is
standing. As a result, we can say that dishwashing is standing combined with another
activity; washing, as well as ironing is standing and ironing and etc. Those examples
refer to the ontological analysis of the activities and how activities are categorized or
if there is a hierarchy among them. Several studies have deal with that [26, 27, 28].
In this thesis, we will try to front the challenge of large set of classes with different
characteristics.

Machine Learning Method

Concluding, the activity recognition has a high dependency on the method used
to build the model. The choice of method lies on which algorithm will be trained
on the collected data. As it was already stated, there are several machine learning
methods that can be used with their advantages and disadvantages. In the following
table (Table 1.1) different activity recognition studies using several methods and
their accuracies is displayed.
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1. Introduction

Table 1.1: Some related work with the number of activities, the sensor networks,
and the methods with their accuracies.

Reference Activities Sensor Network
type & placement Learning/Accuracy

Bao [32] 20 ACC
wrist, ankle,
thigh, elbow,

hip

DT(84%),
kNN(83%),
NB(52%)

Hanai [33] 5 ACC chest DT(93.9%)

Parkka [34] 9 ACC/VS chest, wrist
DT(86%),

Hierarchical(82%),
ANN(82%)

He [35] 4 ACC thigh
(pocket) SVM(97.5%)

Khan [16] 15 ACC chest ANN(97.9%)
Zhu [36] 12 ACC wrist, waist HMM(90%)

Karantonis [37] 6 ACC waist DT(91%)
Mathie [38] 6 ACC waist DT(87%)

Gjoreski [39] 7 ACC chest, waist,
ankle, thigh RF(75%-99%)

However, in this thesis our focus is not on the development of a new approach to
activity recognition, but rather the selection and placement of sensors in a way to
minimize the needed number while maintaining or even improving activity recognition
performance. Therefore, we selected the C4.5 - Decision Tree (DT) [29] and Random
Forest (RF) [30] methods for the following reasons. The Decision Tree in one of the
most commonly used methods, because of its straightforward classification rules and
its computational efficiency (both in training and testing) [14], while it still performs
really well in terms of accuracy. The Random Forest was chosen as an improvement
of Decision Tree in terms of accuracy [31], since it is an ensemble learning of Decision
Trees, which also corrects the decision trees’ habit of overfitting to their training
set. Adding to that, Decision Trees and Random Forest were also preferred for their
ability to implement feature selection procedures (see Section 2.3).

8



1.5. Research scope and objectives

1.5 Research scope and objectives
As it can be interpreted from the literature, there were a lot of studies about which is
the best set of choices for number/placement of sensors, type of individuals, features
construction and classifiers (see Table 1.1). Every each of those decisions plays a
crucial role on the precision of the activity recognition model. Until today there are
papers [4] comparing those steps in order to optimize them, with the main debate
being around the right sensor body-location and the machine learning methods to
be used.

Based on that fact, in this thesis, we will propose a sequence of steps or pipeline,
with the goal to maximize the accuracy of an activity recognition model. In each of
these step, we will report the improvement that is introduced at the model. In this
section, the main objectives of this work and which are the research question to be
answered in order to achieve them are defined.

1.5.1 Objectives

We already stated, while discussing the motivation of this work (Section 1.2), that
our main objective is to build an activity recognition model, in order to label/classify
the activities that took part during the GOTO study [10] as accurate as possible.
Therefore, this thesis focus on the search of high-efficient and high-precision data
mining techniques, which can be applied to large-scale sensor data for activity
recognition. During this thesis we will analyze, apply and compare those techniques
to achieve that goal.

Quest of higher accuracy

In detail, we will:

• analyze the role of sensors’ placement and number in a sensor network. Adding
to that, we will explore, if combining accelerometers and sensors with physical
measurements is an advantage,

• investigate if different time windows for construction of features, and the
number of features play a significant role in model’s accuracy,

• discuss the way of evaluating activity recognition models,

• look into how the number and ontology of activities affects the model’s accuracy
and try to suggest a way to deal with a large set of classes, using a data-driven
activity ontology, and

• suggest methods to improve activity recognition models’ accuracy.

9



1. Introduction

1.5.2 Research Questions

Accordingly, to achieve the proposed objectives, we addressed the following research
questions:

1. From the given sensor networks, which is the best sensor network for activity
recognition?

2. Which is the best sensor placement, when using only one of those sensors or
best minimal sensor network?

3. Is n-fold validation a good measure of evaluation for temporal classification
problems?

4. Could some activity classes be combined in order to achieve higher prediction
accuracy, without a predefined activity hierarchy?

5. Is post-processing smoothing a good way to improve a model?

1.6 Outline
This work is divided into 6 chapters. In Chapter 2, preliminary theory will be
introduced, where sensor selection problem will be defined, while Time Series data
and the problem of Temporal Classification will be analyzed. In Chapter 3, the
analysis pipeline of this research will be explored, by presenting the steps activity
recognition modeling: Data Collection, Pre-processing, Feature Construction and
Selection, Training and Evaluation. Following to that, in Chapter 4, firstly, it is
investigated how the ontology of classes can improve a constructed model. Secondly,
the effects of applying smoothing filters on predictions are explored. Afterwards, in
Chapter 5, the results of models built and methods tested are presented. Adding
to that, a discussion on the best sensor set-up will take place. Finally, Chapter 6
will contain an overall conclusion with the answers on the research questions and
suggested future work.

10



Chapter 2

Preliminary Theory

In this chapter, an overview of some preliminaries, needed for the rest of this thesis,
are provided. We will first define the Sensor Selection Problem. Then the concept of
Sensor Data and their Time Series structure is presented. Finally, we will introduce
the problem of Temporal Classification, present the classifiers that will be used for
modeling and discuss on how to evaluate them.

2.1 Sensor Selection Problem

Collecting measurements from as many as possible sensors, it is believed, that creates
a better understating of the subject investigated. However, due to many reasons;
energy, location or comfort limitations, the number of sensors should be kept to the
minimun. The problem to find the most efficient set of sensors for a given mission is
called the sensor selection problem, and it is defined as,

Problem Definition

Given a set of sensors S = {S1, . . . , Sn}, we need to determine the ’best subset’ S′ of
k sensors to satisfy the requirements of one or multiple missions. The ’best subset’ is
one which achieves the required accuracy of information with respect to a task while
meeting the constraints of the sensors.

In an activity recognition system, high classification accuracy is usually desired.
This implies the use of a large number of sensors distributed over the body, de-
pending on the activities to detect. At the same time, a wearable system must be
unobtrusive and operate during long periods of time. In this thesis, we will test
different schemes of sensor networks in order to find the most efficient in terms of
accuracy.

11



2. Preliminary Theory

2.2 Sensor Data
Sensor data is the output of a device, that detects and responds to environmental
inputs. This output can be used to provide information or input to another process.
Sensors can be used to detect different physical elements. Some examples are;
accelerometers that detect changes in gravitational acceleration or vivo sensors that
measure human physiological elements, like heart rate, breath rate etc.

Sampling rate

In the pre-mentioned examples, sensors capture the changes of their subject by
sampling in a specific rate. This rate is called sampling rate and depends on the
device’s configuration, which means that it might differ from device to device. The
sampling rate is measured in Hz, which is the average number of samples obtained
in one second. Those samples compose the sensor data and they are stored in a time
order, following the sequence that they were collected.

2.2.1 Time Series

Time ordered data are defined as Time Series Data and they are analyzed in a quite
different manner from the aggregate statistical approaches that are used in machine
learning and other data science activities. That is because, time series values at
some point in time, are correlated with past values of the data at some past point
in time, or before a certain number of time steps, known as lags. That means that
the data are not necessarily independent and not necessarily identically distributed.
Therefore, ordering is very important because there is dependency and changing the
order could change the meaning of the data. This property is called Autocorrelation
or serial correlation. Additionally, sensor data between different sensors may also
exhibit cross-correlation such that lags in one sensor’s measurements may correlate
with the values of other sensor measurements.

Concluding, Time Series data are a collection of observations of well-defined data
items obtained through repeated measurements over time, like sensor data. More
formally, time series of a variable can be defined as,

Definition

Univariate time series S = (st, t ∈ [1, N ]) are quantities s ∈ S that represent or trace
the values taken by a variable over a period t.

Time Series Autocorrelation

As we already stated time series data are autocorrelated. Here we will try to state
this formally. Autocorrelation means that value y of a time series, at time point or
lag t = i depends on n past values:

yt=i = µ+ φ1yt=i−1 + φ2yt=i−2 + ...+ φnyt=i−n + ε, (1)

where µ the intercept, φ the slope coefficients and ε the error term or white noise.

12



2.2. Sensor Data

2.2.2 Multivariate Time Series

Having data from multiple sensors creates time series taken by several variables.
Those time series are named Multivariate Time Series and they are defined as,

Definition

Multivariate time series MS = {(s1,t, s2,t, . . . , sn,t)t ∈ [1, N ]} are a set of quantities
{si ∈ Si, i = 1, 2, . . . , n} that represent or trace the values taken by a set of n variables
over a period t.

Cross-correlated Multivariate Time Series

If we now have a multivariate time series of m variables that are cross-correlated, for
lags of same size for every series, the equation 1 becomes:

y1,t=i

y2,t=i

. . .
ym,t=i

 = M + Φ1


y1,t=i−1
y2,t=i−1
. . .

ym,t=i−1

 + Φ2


y1,t=i−2
y2,t=i−2
. . .

ym,t=i−2

 + . . .+ Φn


y1,t=i−n

y2,t=i−n

. . .
ym,t=i−n

 +E (2)

where M the intercept set of y’s at t = i, Φ the slope coefficients and E the error
terms or white noise.

Multivariate Time Series with mixed sampling rates

As we discussed, different devices can have different sampling rates, which is also our
case. From that, the problem of mining Multivariate Time Series with mixed sampling
rates arises. A time series dataset with mixed sampling rates S = {s1, s2, . . . , sp, r}
from p + 1 variables consists [40] of the following. The predictors, which are the
first p variables with the same sampling rate. The response or target r, which is the
variable in lower sampling rate. That means that the length (number of data points)
of r is shorter than of s, |r| < |s|. The sampling rate of the predictors fS = q > 1,
which is multiple of the response’s sampling rate, fS = q · fr (Figure 2.1).

Figure 2.1: Relation between high (fS) and low (fr) sampling rates [40].
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2. Preliminary Theory

2.3 Temporal Classification Problem
Mining a sequence of data for machine learning purposes, like time series, is a
different task than of learning from static data. Trying to forecast stock prices,
monitor patients health or classify activities are all problems with of mining temporal
sequences. In this kind of tasks we are looking for a temporal pattern, an episode,
hidden in time series that is characteristic and predictive of events that they are
more likely to occur frequently. The set of these classification problems are called
Temporal Classification problems and belong in the more general area of Sequence
Classification [41].

2.3.1 Definition of the problem

Given L as a set class labels, the task of temporal (sequence) classification is to learn
a pattern classifier C, which is a function mapping a sequence s of data points to a
class label l ∈ L, written as, C : s→ l, l ∈ L

Generalizing, the class labels l can be a sequence of classes ls which we want
to predict from a sequence of data points, like an activity is a sequence of actions.
In other words, the function C will return a sequence of labels ls characterizing the
sequence s of data points and not only a single class. This problem is known as
Strong Temporal Classification [42].

Feature construction and selection

There are three major challenges in sequence classification [41] and in extension
in the temporal classification. First, most classifiers, like decision trees and neural
networks, can only take input data as a vector of features. However, there are no
explicit features in sequence data. Second, eve if we transform a sequence into a set
of features, the feature selection is far from trivial. The dimensionality of the feature
space for the sequence data can be very high and the computation can be costly.
Third, besides accurate classification results, in some applications, we may also want
to get an interpretable classifier, which is difficult since there are no explicit features.
This challenges can be tackled in 3 ways:

• by feature-based classification, which transforms a sequence into a feature
vector and then apply conventional classification methods, like Decision Trees,

• by sequence distance-based classification, where a distance function measures
the similarity of sequenced, like Euclidean distance, and

• by a model-based classification, which uses statistical models to classify se-
quences, like HHM.

In this thesis, we will follow the feature-based classification. To apply feature-
based methods on simple time series, usually, before feature selection, time series data
needs to be transformed into symbolic sequences through discretization or symbolic
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2.3. Temporal Classification Problem

transformation [41]. We already pointed in Section 1.3.2, that the feature can be
constructed in different ways, aggregation functions or Fourier transformations. Those
feature represent short sequence segments (time windows), which are significantly
correlated with one class. Finally, the selection of the most representable features
for training our models is taking part.

2.3.2 Classifiers

In this section, we will present the two classifiers selected for the task of activity
recognition using as training sets the features constructed and selected. The methods
chosen are C4.5 Decision Tree and Random Forests. The reasons behind this choice
were discussed in Section 1.4.

Decision Trees

Decision Tree (DT) classification can be thought of as a series of questions, in
which the next question depends on the answer to the previous question. After a
series of questions, a class label is assigned to the sample. The decision tree decision
boundaries in feature space form rectangular decision regions. A decision tree consists
of nodes, rules, branches and leaves. The first node is called the root node and it
performs the first split of dataset into subsets. In each node, a question is asked,
which divides the input dataset into subsets, the rule. Depending on the answer, one
of the branches is followed to the next node until they reach the leaves, which is the
classes, see Figure 2.2. Decision Tree is a top-down architecture. The path from
root to leaf node is more of a set of rules; using the rules, we can find the result of
classification on the leaf node. To grow a decision tree based on training data, we
follow these steps:

1. Start with the feature that best splits the set of items.

2. For the training instances that have been partitioned, continue finding the best
feature at each test node.

3. Stop when all training points reached a node that has the same label or when
all of the features have been used along the path that reaches the current node.

The method we will use to grow/ learn a Decision tree is C4.5 [29]. This tree
classification model, introduced by Ross Quinlan, splits theusing the concept of
information entropy. At each node of the tree, C4.5 chooses the attribute of the data
that most effectively splits its set of samples into subsets enriched in one class or
the other. The splitting criterion is the normalized information gain (difference in
entropy). The attribute with the highest normalized information gain is chosen to
make the decision. When the number of nodes in the tree is reasonable, C4.5 and
other classification trees are really power efficient to use, since the chosen rules are
interpretable from the user. Therefore, it is used for example in real-time activity
recognition applications.
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2. Preliminary Theory

Figure 2.2: A Decision Tree.

Random Forest

Random Forests (RF) [30] consists of an ensemble of decision trees. It improves
the classification performance of a single-tree classifier by combining the predictions
made by multiple decision trees (bagging), each one generated using a different
randomly selected subset of the features. The assignment of a new observation vector
to a class is based on a majority vote of the different decisions provided by each tree
constituting the forest.

They do not require any domain knowledge or complicated parameter settings and
perform very well with high-dimensional data. The main parameters to adjust when
using these methods are n estimators (i.e., the number of trees in the forest) and max
features (the size of the random subsets of features to consider when splitting a node).
Their drawback is that because they are made of several weighted decision trees,
they are not easy to interpret [4] (sometimes decisions can be made through voting
on contradicting rules). In [43], the authors proposed a classification methodology to
recognize, using acceleration data, different classes of motions. They showed that
Random Forest algorithm provides the highest average accuracy outperforming the
SVMs and the Naive Bayes.
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2.3.3 Evaluation

Model Performance

Evaluating the performance of an Activity Recognition model is of high importance.
Evaluation is typically conducted using leave-one-out cross validation to assess how
the recognition system generalizes to a new situation [7, 44]. To this end, the
experimental dataset is partitioned into multiple folds. All folds, except one, are
used to train the recognition system. The left-out fold is used for testing. The
process is repeated rotating the left-out fold until all folds have been used once for
testing. However, while this procedure is similar to the n-folds cross-validation used
in machine learning, it has a main difference; folds should not be randomly selected
from the dataset, since time series data are autocorrelated. As we already stated
in Section 2.2.1, a point in time series data depends in the past ones. Adding to
that, multivariate time series data from different sensors can also be cross-correlated.
For this reason, our training fold should not include any data of the time series of
the test set, otherwise we overfit our model. For example, for the task of activity
recognition, in order to have a fair prediction, the dataset have to be split in a
way that training data do not include data from a participant used in test set. In
other words, Leave-one-participant-out (LOPO) method has to be used to assess
generalization to an unseen user for a user-independent recognition system.

Classification Performance

In LOPO evaluation, we see how our model performed by computing its overall
accuracy; proportion of correctly classified examples. However, the accuracy measure
does not take into account the imbalanced datasets. In this case, the accuracy is
particularly biased to favor the majority classes. Thus, the following measures are
suggested [45], confusion matrices’ related measures; precision, recall, and F-scores;
or graph related like Receiver Operating Characteristic (ROC) curves.

In detail, a Confusion Matrix summarizes how many instances of the different
activity classes got confused (i.e., misclassified) by the system. Typically, for a binary
classification problem, the rows of a confusion matrix show the number of instances
in each actual activity class (defined by the ground truth), while the columns show
the number of instances for each predicted activity class (given by the classifier’s
output). Each row of the matrix is filled by comparing all ground truth instances
of the corresponding actual class with the class labels predicted by the system, see
Table 2.1.

Table 2.1: Confusion Matrix for Binary Classification.

Predicted
Negative Positive

Actual Negative a b
Positive c d
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Explaining the table, a is the number of correct predictions that an instance is
negative (true negatives Tn), b is the number of incorrect predictions that an instance
is positive (false positive Fp), c is the number of incorrect of predictions that an
instance negative (false negatives Fn), and d is the number of correct predictions
that an instance is positive (true positives Tp).

A confusion matrix for non-binary classification has all classes in rows and
columns, and the matrix is filled by the number of instances predicted for one class,
knowing the actual class. In this way, the main diagonal of the table have the number
of instances predicted correctly for every class. An example of activity recognition
with 3 classes and 28 instances is given in Table 2.2.

Table 2.2: Confusion Matrix example for 3 classes.

For each activity class the following measures can be computed, using Table 2.1
as a guide:

• precision: Tp

Tp+Fp
= d

b+d

• recall: Tp

Tp+Fn
= d

c+d

• specificity Tn
Tn+Fp

= a
a+b

• F-measure: 2×precision×recall
precision+recall = 2·2

2·2+b+c

Finally, there are also graph related measures like the ROC or PR Curves, Receiver
Operating Characteristic or Precision-Recall curves, respectively. ROC curves plot
the true positive rate (recall) against False-Positive Rate (FPR)(FPR = Fp

Fp+Tn
). It

has been suggested that the area beneath the ROC curve can be used as a measure
to describe the overall performance of a classifier [46]. It is known as AUC, area
under the curve and is equal to the probability that a classifier will rank a randomly
chosen positive instance higher than a randomly chosen negative one.
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Chapter 3

Analysis Pipeline

In this chapter, we explain the main steps of the project. We follow the methodology
presented in Chapter 1, Data Collection, Training and Activity Recognition. At
the beginning, we give; a description of how the sensor dataset was collected and
which are the sensor set ups (sensor networks) created. Then, we follow the data
pre-processing steps and summarize how the data looked before the stage of training.
We continue with the stage of feature construction and selection and the presentation
of the methods used for the training. Adding to that, the different models built based
on every data set-up and method (features and classifiers) are discussed. Finally, we
will close with the evaluation of the models.

3.1 Data Collection

In this section, the phase of data collection is presented. As we already pointed, in
order to train a classification model, which will be used to label the unknown data,
e.g. GOTO data, we need a training labeled dataset. This labeled or annotated
dataset has to be created using at least the same set of sensors and labels, with
those we want to predict. For that reason, there was a need of a new dataset, where
individuals will use the same sensors set with the GOTO study and perform a set of
activities that participants of GOTO study expected to perform daily. This data
creation procedure was called the GOTO validation (GOTOv) study and it will be
presented in this section.

3.1.1 GOTOv study

The GOTOv study took place at LUMC, between February and May 2015. During
this time, 35 individuals (14 female, 21 male) with an average age of 65 years old
took part (see Table 3.1). They wore 6 different devices in different body locations
(Table 3.2). The aim of using 6 different devices lies on the fact that the produced
annotated datasets would be used in different studies and not only the GOTO, in
which only 2 accelerometers (GENEActive) on wrist and ankle were used. Wearing
those sensors, every individual performed 16 different activities for around an hour
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Table 3.1: The individual and their physiological information.

Code Age Gender Weight (kg) Height (cm)
GOTOV02 62 female 83 167
GOTOV03 66 male 74 177
GOTOV04 62 female 75 163
GOTOV05 61 female 68 162
GOTOV06 59 male 84 177
GOTOV07 68 male 91 180
GOTOV08 65 male 95 172
GOTOV09 64 male 80 172
GOTOV10 66 male 84 180
GOTOV11 65 male 96 187
GOTOV12 60 male 99 190
GOTOV13 64 female 66 161
GOTOV14 63 male 117 182
GOTOV15 69 male 82 182
GOTOV16 72 female 74 168
GOTOV17 62 female 64 163
GOTOV18 59 male 77 180
GOTOV19 68 female 70 172
GOTOV20 62 male 93 178
GOTOV21 62 male 90 182
GOTOV22 60 male 83 184
GOTOV23 66 female 78 170
GOTOV24 70 female 69 160
GOTOV25 69 male 85 168
GOTOV26 70 female 81 161
GOTOV27 64 male 98 179
GOTOV28 61 female 82 178
GOTOV29 74 male 93 178
GOTOV30 67 male 88 174
GOTOV31 60 female 70 170
GOTOV32 68 female 74 175
GOTOV33 68 male 76 175
GOTOV34 62 male 77 176
GOTOV35 60 male 81 178
GOTOV36 81 female 72 167
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Table 3.2: Table with devices and their body locations, used for GOTOv study.

Device Location
GENEActiv Right wrist (strap)

Chest (belt)
Right (strap)

Equivital Chest* (belt)

Activ8 Upper leg (adhesive tape)

COSMED K4 b2 Nose & mouth (face mask) and
torso (belt)

Philips DirectLife activity monitor Hip (belt)
Chest (necklesh)

Polar Electro Collection unit: attached to K4 b2
belt.
Sensor unit: chest* (belt)

and 30 minutes following a specific protocol (see 3.1.3). If a device was severely
limiting the participant in his/her movement, it was removed. In detail the devices
used:

• The GENEActiv measures tri-axial acceleration (+/- 8g) with a high sampling
frequency (88 Hz). It will be attached to the right wrist, right ankle using a
strap, and chest with a belt.

• The Equivital belt measures, among others, heart rate and heart rate variability,
respiration parameters (vivo measurments) and acceleration (tri-axial). It will
be attached to the participant’s chest using a belt.

• The Activ8 activity monitor measures acceleration (tri-axial), with built-in
activity classification. It will be affixed to the participant’s upper leg with
surgical tape.

• The Philips DirectLife activity monitor supplies tri-axial acceleration measure-
ments with a sampling frequency of 20 Hz. The activity monitor will be placed
around the waist on the hip with a belt and on the chest with a standard
necklace.

• The COSMED K4b2 provides information on energy expenditure (indirect
calorimetry) by means of a facial mask and sensor unit. The sensor unit
quantifies the pulmonary gas exchange (VO2, VCO2) on a breath-by-breath
basis. The K4b2 will be attached to the subject’s torso using a proprietary
belt (equipment weight < 1 kg). The gas exchange analysis will take place by
means of a proper mask to be placed in front of subject’s nose and mouth. The
COSMED K4b2 consists of four devices (see Figure 3.1):
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– Facemask: Plastic hypoallergenic mask, used to collect the expired gases.
– Interface between the mask and the sensor unit. This consists of a turbine

connected to a flow transducer, which is connected to the sensor unit via
gas tight tubing.

– Sensor unit: consists of an O2 as well as a CO2 sensor, a processor and a
memory. This unit has also a display and 6 buttons through which the
researcher can program and supervise the test. This unit is equipped with
an air pump in order to sample the inspired and expired air.

– Battery: The 6V battery powers the sensor unit for around 2 hours.

• The Polar Electro will provide additional information on heart rate. The device
has the size of a watch and will be attached to the participant’s chest with a
belt. An accompanying small data collection unit will be attached to the K4
b2 sensor unit belt.

Figure 3.1: The devices used in GOTOv study. Active8 and Equivital (right),
Philips DirectLife and GENEActive (middle), COSMED K4b2 (left).

Nevertheless, from the aforementioned devices for model training, only a subset
was used, the GENEActive accelerometers and the Equivital. The reasons are, firstly,
this way we reduce the size of our datasets and as a result the training time for
different set-ups. Secondly, from some devices the data were not open available
to us or were not useful for activity recognition, but only for energy expenditure
models. Finally, in order to built a model for the GOTO study, which is one of our
objectives, we needed a dataset from the same sensors that were used in this study
(GENEActive ankle, wrist), which was chosen.

3.1.2 Sensor networks

Having concluded on the devices’ subset, the following 15 combinations of sensor
networks (set-ups) were built and will be used to for training. Our purpose will be
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to find the most efficient one. The sensor networks built were:

1. The 4 minimal ones:
GENEActive ankle, GENEActive wrist, GENEActive chest, Equivital

2. The GENEActive combinations (only accelerometers):
GENEActive ankle & wrist, GENEActive ankle & chest, GENEActive chest &
wrist, GENEActive ankle & wrist & chest

3. The GENEActive and Equivital combinations:
GENEActive ankle & Equivital, GENEActive wrist & Equivital, GENEActive
chest & Equivital, GENEActive ankle & wrist & Equivital, GENEActive ankle
& chest & Equivital, GENEActive chest & wrist & Equivital, GENEActive
ankle & wrist & chest & Equivital

3.1.3 GOTOv Protocol

It is already stated that the individuals performed 16 activities. However, in order to
create the annotated dataset, every individual will have to follow a specific protocol.
This way we know for every individual the sequence and the duration of the activities
performed. The specific order, duration and description of the activities is presented
in Table 3.3. Before every individual starts the sequence of activities, there was a
sensor calibration step for the COSMED K4b2, that took approximately 10 to 15
minutes. Following to that, the individuals will synchronize the sensors by lightly
jumping up and down for 20 seconds. Subsequently, they will start performing the
different activities. The activities performed in two sets. Firstly, indoor activities,
resembling those in daily life; lying down, sitting, standing and performing several
household chores and secondly, the outdoor activities: walk and cycle, respectively.
The second set of activities took part in the immediate vicinity of the LUMC,
where individuals encountered ordinary traffic conditions, such as crossroads, traffic
signs/lights and different kinds of traffic. We note here that syncJumping was used
in order to predict the jumping activity and stepTest as stepping on an object.

While this protocol should ideally be followed by every individual, in a real setup,
some sensor data are lost. This was result of some individuals not being able to
perform certain activities. Furthermoere, some activities, like the outdoor, could not
be performed because of weather conditions. This resulted in some invalid data in
the dataset and the actual collected data differ from the expected collection. For
that reason, in the end we concluded to a set of 28 out of 35 participants1, which
performed the majority of the activities, while data from all the devices, GENEActive
ankle, wrist, chest and Equivital existed. In Table 3.4, the actual time of data inputs
for every activity performed is presented. Examining this table it can be seen that
there is a class imbalance. Some activities, occurred for prolonged period with respect
to others, e.g. cycling versus walking stairs up, which may increase the chance of
over-fitting the prediction model [7]. This issue will be analyzed, in Section (3.5).

1Participants exlcuded: GOTOV02, GOTOV03, GOTOV04, GOTOV09, GOTOV12, GOTOV19,
GOTOV23.
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Table 3.3: Activity protocol.

# Activity Duration Notes

1 Sensor
synchronization 20 seconds

Participant will lightly jump up
and down for 20 seconds to
synchronize sensor signals.

2 Standing* 2 minutes

3 Step test 3 minutes
Participant will step up and down a
step 20 times at a pace selected by the
participant.

4 Lying
down - left 3 minutes Participant is to turn 90 degrees to

the left and remain motionless.

5 Lying
down - right 3 minutes Participant is to turn 180 degrees to

the right and remain motionless.

6 Sitting
sofa 3 minutes

Participant is to be seated and
watch TV, browsing channels
occasionally.

7 Sitting
couch 3 minutes Participant is to get seated

and read a newspaper.

8 Sitting
desk 3 minutes

Participant is to get seated
in the office chair and perform
some word processing/browsing.

9 Ascending
stairs 1 minute Participant is to ascend

a single flight of stairs.

10 Housework
dishes 3 minutes Participant is to wash

dishes.

11 Housework
stacking shelves 3 minutes Participant is to stack

shelves with books.

12 Housework
vacuum cleaning 3 minutes Participant is to perform some

cleaning with a vacuum cleaner.

13 Walking
slow pace 5 minutes Participant is to walk at

a slow pace.

14 Walking
medium pace 5 minutes Participant is to walk at

a medium pace.

15 Walking
fast pace 5 minutes Participant is to walk at

a fast pace.

16 Cycling 15 minutes Participant is to cycle at
a normal pace.

*Between every two activities the participants got some rest by standing, which
also provides a clear demarcation between each activity in the signal data.24
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Table 3.4: Total time, in minutes, of data input for every activity performed.

Activity Label Minutes
syncJumping 12
standing 66
step 24
lyingDownLeft 104
lyingDownRight 103
sittingSofa 103
sittingCouch 105
sittingChair 101
walkingStairsUp 10
dishwashing 105
stakingShelves 105
vacuumCleaning 106
walkingSlow 124
walkingNormal 124
walkingFast 119
cycling 266

The data collection, were stored in tabular format using; one row for each sample
and depending on the data set up, 3 to 32 columns for the attributes. The total size
of the sets was estimated to be approximately 53 GB of 26 hours of labeled data per
sensor. The format of the different attributes in the data tables were in the following
order, depending on the device:

• timestamp, in a date (day/month/year), hour, minutes, seconds, milliseconds
format.

• GENEActive ankle attributes: ankleX, ankleY, ankleZ

• GENEActive wrist attributes: wristX, wristY, wristZ

• GENEActive chest attributes: chestX, chestY, chestZ

• Equivital attributes: timestamp, Heart Rate or HR (bpm), Breath rate or
BR (rpm), Skin Temperature (IR Thermometer in Celsius), Body Position,
Ambulation Status, Device Indications and Alerts, Subject Indications, Low
HR Confidence, HR Confidence, Low BR Confidence, BR Confidence, ECG
Saturation, Apnea, Heart rate high low, Breathing rate high low, ECG Breath-
ing rate high low, ECG BR (rpm), ECG BR Quality, ECG Lead 1, ECG
Lead 2, Lateral Acceleration, Longitudinal Acceleration, Vertical Acceleration,
Breathing Wave, Inter Beat Interval (ms)
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3.2 Pre-processing
As the data collection performed by simulating a real-world scenario, the raw data
contain noise, invalid data, missing values and useless attributes. For this reason,
before we conclude to the final training dataset the phase of pre-processing is essential.

3.2.1 Attributes Selection

As our first step in pre-processing, we had to choose which attributes from the devices
would be really useful and which not. Omitting the useless ones will reduce the
dimensionality of our datasets and following to that computational time. Particularly,
we performed a selection from Equivital’s 28 attributes (GENEActive has only the
tri-axial acceleration). From those attributes, among others we omitted: the ECGs
(electrocardiogram), because of high rates (250 Hz) and the ones related with them,
and the Alarms and Indications, because they are not appropriate for classification.
In the end, we concluded to a set of 12 of them, presented in Table 3.5.

Table 3.5: The included Equivital attributes.

timestamp, Skin Temperature
(IR Thermometer in Celsius), Lateral Acceleration,

HR-Heart Rate (bpm), HR Confidence, Longitudinal Acceleration,
BR-Breath rate (rpm), BR.Confidence, Vertical Acceleration,

ECG BR (rpm), Breathing Wave, Inter Beat Interval (ms)

3.2.2 Sampling Rates

As pointed out already in 3.1.1, devices sample at different rates. Moreover, one
device can sample at a rate depending also in its attributes. At this point we had
also to deal with that fact, GENEActive had an 88 Hz sampling rate while the
Equivital, depending on the selected attribute the sampling rate ranged between 0.2
Hz - 25 Hz. This differences in Equivital frequencies results in missing values (NA or
NaN values). In order to deal with this problem, we decided to use one sampling
frequency for all Equivital sets. The frequency used was the accelerometer’s one,
25 Hz. The missing values for the ones with lower sampling rates were estimated
by interpolation. Furthermore, while combined the datasets for the GENEActive -
Equivital combination (data set-up), we needed to downsample GENEActive’s 88
Hz sampling rate to 25 Hz by averaging almost every 4 (88/25 ≈ 3.5) of its inputs.

3.2.3 Timestamps

The timestamp attribute is essential in order to be sure that all devices are synchro-
nized and in order to label the raw data according to the protocol. Therefore, we need
to convert all timestamps to a single format, since every device uses different formats.
The format we choose was the UNIX time format (in milliseconds), also known as

26



3.2. Pre-processing

POSIX time or epoch time. It is a system for describing instants in time, defined as
the number of seconds that have elapsed since 00:00:00, Thursday, 1 January 1970,
Coordinated Universal Time (UTC) minus the number of leap2 seconds that have
taken place since then [47].

3.2.4 Synchronization

Having the same time format for all the devices, and in order to synchronize (sync)
them, we compared the signals by plotting the accelerometers’ Sum Vector Magnitude
(SVM)3 for both devices. Following to that, we synchronized the devices by checking
the local times of the collected data in protocol and timezones that devices were
using, an example can be seen in Figure 3.2.

3.2.5 Labels

Since all data set-ups were now synced and in the same sampling rates, we are
able to add the activity labels following the data collection protocol see Figure
3.2, right. Moreover, as it is visible in the right figure, between two activities,
the dataset contains unlabeled signals. Those signals, are the signal of the transi-
tion phase from one activity to the other and do not correspond to any activity.
For that reason, they are treated as noise and removed from the sets used for training.

Figure 3.2: Left: Unsynchronized devices (difference of an hour) and Right: syn-
chronized signals. The purple is the SVM signal from GENEActive
and the blue-green of the Equivital.The colour shadings represent the
different activities according to the protocol.

2Leap seconds are scheduled by the International Earth Rotation and Reference Systems Service
and are not predictable.

3Sum Vector Magnitude or SVM at a ti moment, SVM =
√

AccX2
i + AccY 2

i + AccZ2
i .
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3.2.6 Data Description

In the end for every data set-up, we merge their datasets accordingly and bind the
data of all 28 participants. The datasets used where without any missing or transition
data. The concluded training datasets and their attributes have the following order:

1. timestamp, in UNIX milliseconds format

2. GENEActive ankle attributes, 3 to 9 columns

3. Equivital attributes, 13 columns

4. activity label

3.3 Feature Construction and Selection
At this point, our datasets are in time domain, since each sample captures values
from different sensors at a certain timestamp. Those datasets can be used for training
machine learning models, however transforming them in a way that captures the
temporal information we could achieve higher prediction accuracies. In order to
achieve this temporal representation, we should transform the raw datasets to more
meaningful ones by feature construction and selection. In Sections 1.3 & 2.3, we
discussed in detail the importance of windowing our data and constructing suitable
features representing those time windows.

For our implementation, we compared three scenarios using aggregated functions
for feature construction:

• The Baseline scenario, with only one feature; the mean value, and a fixed
window of 1 second was used.

• A fixed window of 1 second again, but with 5 features; the mean, median,
standard deviation, minimum and maximum.

• The use of Accordion algorithm [40], which given a max window, 5 second
for us, constructs and selects features from aggregated functions, on sliding
windows equal or smaller to the max one, in an automated way. The set of
aggregated functions used are almost the same with the second scenario. In
next Section (3.3.1), Accordion will be presented in more detail.

The choice of window sizes, from 1 to max 5 (for Accordion) seconds, was
taken after discussion with the LUMC researchers and respectively to their research
goals for the use of the constructed model. Furthermore, is one reasonable choice
classifying our every day activities set, since for some activities, like walking stairs
up, lasted less than 20 seconds. Therefore, having larger windows may conclude in
high misclassification rates, depending on the really small training set. Nevertheless,
in literature the windows used range, mainly, between 0.5 to 10 seconds, depending
on the understanding of the particular problem. In general, longer windows will
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be richer in terms of information, and smaller ones will have the ability to reflect
more quickly the classes’ differences. Summarizing, there will always be a trade-off
between quality of features produced and ability to recognize changes in terms of
the classification.

Concluding, there is no need of feature selection in baseline scenario (only one)
and accordion scenario (automated selection). For the second scenario with five
features per attribute, we decided to select them all, since it is a small set. Adding
to that, training a C4.5 Decision Tree method integrate, already, a kind of feature
selection using the concept of information gain (see Section 2.3.2).

3.3.1 Accordion

The feature construction and selection step is really important in order to represent
and summarize the space of training data to something more meaningful. The
choices of window sizes, static or sliding and overlapping, the decisions of functions
to aggregate those windows, time-domain or frequency domain, and selection of the
most representable, manually or with another method, is a backbone of many activity
recognition projects. Therefore, we tried to minimize the decisions taken with the
use of Accordion [40], a method that its authors argue to solve these issues in an
automated and memory-conscious approach of feature construction and selection.
In more detail, Accordion is an iterative procedure which dynamically constructs
aggregated feature candidates and in every iteration evaluates them for selection.

The algorithm was built for mining multivariate time series with mixed sampling
rates, by aggregating raw datasets in high sampling rates (predictors) to one with
lower (target), as ti was presented in paragraph 2.2.2. The method takes as an
input the predictor’s sampling rates and the size of the window, e.g. 5 seconds,
and aggregates the measurements using a set of 7 functions, as presented in Table 3.6.

Table 3.6: The set of Accordion’s aggregate functions.

(1) the mean value: avg = 1
n

∑n
i=1 ai

(2) the median
(3) the maximum value, max
(4) the minimum value, min

(5) the standard deviation: stdv =
√∑n

i=1(ai−a)2

n−1

(6) the inter-quartile range:
IQR = inf{x ∈ R : 0.75 ≤ P (X ≤ x)} − inf{x ∈ R : 0.25 ≤ P (X ≤ x)}

(7) the root mean squared: RMS =
√

1
n

∑n
i=1 a

2
i
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3. Analysis Pipeline

Figure 3.3: Sliding windows.

Using scoring functions (information gain [29]) and heuristic methods the al-
gorithm performs a grid search over the available predictor time series S and the
set of aggregate functions A, for every sliding window with size w ≤ wmax (see
Figure 3.3). Then, it returns the set of aggregated features F that gives the best
representation of the predictors space, where every feature f ∈ F is characterized by
the aggregation function a ∈ A and its window size wbest. For example, for a given
max window size wmax = 5 seconds and a sampling rate of 20 Hz (5 ·20 = 100 inputs),
Accordion will slide windows of sizes from 1 to 100 inputs, every 100 inputs, and in
each window it will construct the features using the aforementioned functions. Then,
for every window size it will evaluate the constructed features (with information
gain function) and it will select the best ones. In order not to do a greed search,
e.g. all windows combinations with sizes 1 to 100 inputs, for every 100 inputs of the
dataset, which will extend the computational time, Accordion gives you the option
to select the samples taken for every max window. For our implementation, we
used Accordion with a max window size of wmax = 5 seconds and 10 samples per
window, which means the feature were constructed for the sliding windows with sizes
1
10wmax,

2
10wmax, . . . , wmax. Using the set of the selected features we can train our

activity recognition model.

3.4 Training

The last stage, before activity recognition, involves the training of a classification
model able to predict the every day tasks performed by the individuals. Our objective
is to compare the different models trained on the different sensor networks and obtain
the one that maximizes accuracy. The methods to train the combinations of 15 data
set ups, with 3 feature construction and selection scenarios were, as it was already
stated, two: the C4.5 Decision Tree and the Random Forest, see 2.3.

During this stage, the parameters for those methods were chosen. We did not an
extensive search on which parameters would be the most efficient, since our goal is
to compare the different sensor networks. For the C4.5 Decision Tree, we used the
implementation of J48 in the rWeka package in R. The main parameter to choose
is the minimum number of instances per leaf. For that we kept the default one,
which is 2, since it is suggested to work well for most datasets. For the Random
Forest, the main parameters to tune are the number of variables randomly sampled
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3.5. Evaluation

as candidates at each split and the number of trees to grow. Here we kept the number
of trees grown the same for all set ups and equal to the default value, 500 trees.
For the numbers of variables chosen at each split, we used the suggested

√
n, where

n is the number of features for every set up. It is suggested that tuning correctly
those parameters can significantly increase the accuracy of the Random Forest model.
However, it is a step which needs a lot of testing, and since we had 15 different
data set-ups we avoided it and used the suggested ones. Since we decided for the
parameters, we trained the two methods on the 3 different sets of features for every
data set-up.

3.5 Evaluation
Having now the models trained for every combination of sensor and their features, we
need to compare their performance. In order to do that we use leave-one-participant-
out (LOPO) cross-validation, as it was described in Evaluation paragraph of 2.3.
This evaluation methodology splits the dataset into N folds, where N is the number of
subjects (in this case N = 28), using N - 1 folds as the training set and the remaining
fold as the test set. Through this procedure, we guarantee that the classifier learns
nothing about the subject to be predicted, thus decreasing learning bias and achieving
accurate results for cross-person prediction. Note that an evaluation methodology
that does not use LOPO would provide better results in terms of accuracy because
the model would have already encountered instances from the target subject, but
its results would not be representative of the actual prediction capabilities during
cross-person prediction or during a cold start [44]. In order to prove this point, we
compared different schemes of evaluation using the regular n-folds cross validation
versus n-folds cross validation but with folds not randomly selected with different
sizes of folds. In the latter one, we used also the LOPO one with the folds split
depending on the subjects.

Furthermore, having proved our point, we evaluate the classification using a
Confusion Matrix and its metrics, as presented in Evaluation paragraph of 2.3. As
we pointed out in 3.1.3, our classes are imbalanced (see Figure 3.4). For that reason,
those metrics are really important to understand our results.

Concluding, with the evaluation results we can confidently answer to the question
of the best sensor network. Nevertheless, after the choice of the network and its
activity recognition model, there are more steps in order to improve this model.
Those steps will be discussed in the next chapter, Chapter 4.
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3. Analysis Pipeline

Figure 3.4: Minutes of activities performed from the 28 participants.
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Chapter 4

Improving Accuracies for
Activity Recognition

In this chapter, we discuss two post-processing analysis steps which optimize an
activity recognition model after its training. This is achieved, firstly, by investigating
the nature of activities and how they are blended with each other. In order to
do that, we will discuss about activity ontology and we will suggest a data driven
one. Secondly, this chapter concludes by examining the effects of smoothing in a
model’s accuracy and suggests a smoothing based on the temporal nature of activity
recognition models.

4.1 Dealing with large sets of classes

The different classes of walking, sitting, lying and households, construct groups of
activities that have similar patterns. As a result, those similarities are harder to
understand and be predicted by a classification model. The similarities of those
activities lying on the fact that they belong in a broader family of activities, e.g.
walking slow, normal, fast belong all in the family of walking, or sitting in a sofa, couch
or chair in the family of sitting. Both of those families have a basic pattern which
may confuse one or another sensor depending on its body location e.g dishwashing
missclassification to standing from a sensor located on ankle. Therefore, having a
predefined activity ontology can improve the modeling phase, since activity patterns
can be classified from the simplest ones to the more complex following the ontology
tree [26, 27, 28].

4.1.1 Pre-existing tree ontology

For those reasons, it is essential to illuminate the hierarchy of each activity. By
that, we mean to investigate how the complex activities are formulated and in which
simpler group they belong. In Chapter 1, we defined activities as a sequence of
actions, which represent motions. Having this definition in mind, one can divide the
activities by the different motions of upper or lower body. However, this is not the
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4. Improving Accuracies for Activity Recognition

only way to group activities. Other examples could be, grouping activities by their
intensity to passive or active, or by the location they took place, indoor or outdoor.
Notwithstanding, even having a predefined ontology, sorting activities is not always
clear, see Figure 4.1. In this figure, categorizing dishwashing as Passive or Active
activity is not clear.

As it is observed, there is not one way to distinguish the activity hierarchy. In
order to design such a hierarchy it is often needed a domain knowledge. However,
the ontology is designed, specifically, for each user case. Subsequently, a predefined
activity ontology can be challenging.

Figure 4.1: Tree Ontology example.

4.1.2 Data Driven tree Ontology

With the purpose of simplifying this step, we would like to introduce a method which
suggests an activity ontology depending on the sensors signals. This data-driven
ontology is based on the fact that a model is already built.

The method introduces a construction of an activity hierarchy tree, taking
advantage of the activities confusion matrix. The tree is grown in a bottom up
approach, similar to Agglomerative Hierarchical clustering [48].

In detail, in every step, the method collapses two activity classes to one, depending
on the amount of their confusion. In this way, the two classes and the merged one
create a subtree where two branches from those activities are connected with a parent
node class, the merged one. The classes chosen, in every step, are the ones with the
higher confusion in the matrix. After the collapsing, the new merged class will replace
the previous two and the new confusion matrix will be computed. Subsequently, a
tree is built combing every time two classes, child nodes, to one parent node, until
only two parent classes are left. So, for a set of n activities the method will do n− 1
merges. The constructed ontology tree, can be used as an advisory map to build the
activity ontology tree.
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4.1. Dealing with large sets of classes

Summarizing the steps:

1. Compute models confusion matrix.

2. Find max confusion point (max element out of main diagonal) and replace
them by the merged one.

3. Collapse classes which give the max Confusion to one class

4. Recompute new_Confusion matrix

5. Iterate from 1 to 4 until two classes are left

Furthermore, the algorithm in every step reports the accuracy gained, as the
confusion is getting reduced step by step (tends to zero in the last steps). This
way, the user can have a better understanding of the classes to be predicted and
if by merging a group of them the task of activity recognition can be more clear.
For example, classifying one class of walking instead of multiple classes, might be
a better choice, since every walking pace can really differ for every person. As a
result, combining the walking paces to one walking the user can be sure that they
are classified correctly, and based on that try to understand the different walking
patterns by grouping individuals or by using measures like, energy expenditure or
activity intensity.

Finally, we have to note here that if the set of classes is imbalanced, the max
confusion in the their matrix could be different of the one of a matrix with balanced
ones. For example, in a set of 3000 inputs with 4 classes, two of which, A and B,
with 1000 and 100 inputs respectively, are confused as following:

• A: by 150 out of 1000 with a class C

• B: by 40 out of 100 with a class D

The max confusion chosen from the confusion matrix would be the one of A, with
150. However, if we examine it more carefully, using the precision measure, for A
only the 15% of classes are confused, while for B the 40%. As a result, there two
ways to deal with this example; keep the matrix as it is and always merge the classes
with the most inputs confused, or transform the matrix to one with the precision
numbers per class and then merge. For the first scenario, the merging will be more
greedy, which will give the user the view of which classes can be merged to gain
faster higher model accuracy. On the other hand, the second scenario, could give
a better understanding of which activities have similar signals in the dataset. In
Section 5.6, this data-driven ontology is tested.
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4. Improving Accuracies for Activity Recognition

4.2 Temporal Nearest Neighborhood Approach
In this section, we will examine if applying smoothing filters to a predicted set
can improve the overall accuracy of a model. Firstly, smoothing in general, is
the procedure that modifies individual data points in order to reduce noise. In
classification, smoothing can be the process in which predicted data that do not
follow the general trend are considered noise and they are being modified.

In Figure 4.2, an example of a data point not following the trend is demonstrated.
In this example, in a neighbourhood of five predicted data points, there is one which
differ from the other four. This contrast is usually caused by missclassification,
since these five activity classes could represent a window of five seconds, with one
prediction per second. As a result, classifying an input as sit between walking is
probably a false class (noise). Smoothing this window of five second would change
the class of sitting to one of walking. Similarly, we can apply a smoothing filter
among all our predictions altering classes that are considered noise.

This can be achieved by voting; for every data point, located in the middle of a
window, we check if it is equal with the majority of the window (e.g. 5), and if not
it is altered to that. Afterwards, we slide the window to the next point and repeat
the voting, until all data points are checked. This way we can increase the overall
accuracy of our predictions.

Figure 4.2: Example of noise in predicted dataset.

4.2.1 Temporal Nearest Neighbour Smoothing

Nevertheless, we have to choose wisely the window of data points, in which the filter
is applied. In temporal data, and especially in activity recognition the size of window
depends on the type of activities, and it is similar with the choice of window for
feature construction. For example, if in Figure 4.2 the predictions are per minute and
not per second, changing sitting to walking could be incorrect, since an individual
could sit for a minute to rest. Therefore, deciding on the window can be done by
understanding the nature of the dataset.

Another example can be seen in Figure 4.3, for a window of 5 seconds the sit in
the middle will become walk. However, for a window of 3 seconds, starting from
Prediction 1, the Prediction 2 will be changed to sit and then, when the sliding
window goes to Prediction 2, 3 and 4, no change will take place, since now sit are
the majority in the window and also no other changes will take place in the next
sliding windows.
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4.2. Temporal Nearest Neighborhood Approach

Figure 4.3: Example of noise in predicted dataset.

In general, the temporal data are correlated with the ones in their surrounding
neighborhood. As neighborhood of a data point, we can define the number of data
points which we expect to have a similar behaviour. Having that in mind we can use
the voting system for different sizes of neighborhoods for our model and evaluate it.
This way we can search for the optimal size.

4.2.2 Multiple Temporal Nearest Neighbour Smoothing

Furthermore, it is possible to apply multiple smoothing filters with different windows
one after the other. However, the choice of order that the filters are applied can
produce different results. For example, in Figure 4.4, if we first apply a 3 second
window filter and then a 5 second the first filter won’t do any changes and the second
will change only the Prediction 3 form sit to walk. On the other hand, if the 5 second
filter is applied first and then the 3 second one, both sit predictions will alter to walk.
Moreover, the same filter can be applied more than once, before applying another
one.

Figure 4.4: Example of noise in predicted dataset.

In Section 5.7, both single and multiple temporal nearest neighbor smoothing
approaches are tested and compared with each other.
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Chapter 5

Experimental Results and
Discussion

Our main goal in this chapter will be to introduce the steps and decisions taken, in
order to achieve our objectives for the quest of the higher accuracy (as presented
in 1). We will compare all the different strategies and their influence to the models
performance and conclude to the most efficient combination of steps. First, we will
start with a comparison of n-folds cross-validation and LOPO, in order to prove
the point from theory that regular cross validation is not suitable for evaluation
of activity recognition models. Then, the different ways of feature construction
and selection will be presented and we will continue in the training of the models.
Afterwards, the main table of results will be introduced and an exploration about the
best sensor network will take place. Subsequently, we will investigate the accuracies
of activities per sensors’ set-up and a review on a data-driven activity ontology will
be given, as suggested in Chapter 5. Finally, we will close the chapter by comparing
the 2 temporal Nearest Neighborhood smoothing methods.

The experiments conducted using R [49] and the libraries rWeka, for C4.5
Decision Tree, randomForest for the Random Forest, and caret for the evaluation
part [50, 51, 52].

5.1 LOPO vs Cross Validation

This section, presents the evaluation methods used to obtain the results. The goal of
the evaluation is to estimate the behaviour of the classifiers, in everyday life scenarios,
in order to simulate how they would perform in named situations. The commonly
used standard n-fold cross-validation (CV) is not adequate for this task [44]. In
Section Chapter 2, we already argued why n-fold cross validation is over-optimistic
and we presented the Leave one participant out or LOPO evaluation. Nevertheless,
to prove our point we applied both techniques and compared them.

We experimented it by using different folds and folds selections. In Table 5.1, the
results of those experiments are presented. On the left part, the regular n-folds CV
is displayed, where for different n the Decision Tree was evaluated (for different data
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5. Experimental Results and Discussion

set-ups). In this part, in order to have random selection of inputs for every fold, we
permutated the dataset before we divide it into equal segments. Then we trained the
model in the n− 1 folds and tested it in the one left out, for all n-folds and reported
their median accuracy. On the right part of the table, the reported results are the
outcome of dividing similarly the datasets in n equal segments (except LOPO), but
without permutating the dataset before. As a result, since the datasets were sorted
by participants (see Figure 5.1). Therefore, depending on the segments size, some
parts or complete participants were not in the train set. Adding to that, for the
LOPO evaluation every one segment, out of the 28, is the data of one participant.

Figure 5.1: The view of the datasets structure.

The outcome of this procedure was that the permutated folds accuracies were
≈ 20 − 30% higher than for the non-permutated, and also size independent. On
the other hand, for the non-permutated it is clear that for the segments that miss
complete or big parts of participants in training, the accuracies are lower than
from those having at least a part of all of them, like the 1000 one. This significant
performance difference was expected, since participants independent evaluation, does
not take in account the dependency of participants time-series. Therefore, it leads to
highly optimistic results as observed in Table 5.1. Having this point cleared, we used
LOPO evaluation for all the models.

Table 5.1: Accuracy results for the two CV evaluations, with different number of
folds. On the left the folds were randomly selected (Permutated), while
on the right not (NonPermutated).
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5.2. Feature Construction and Selection

5.2 Feature Construction and Selection

In this section, a description of the constructed features will be given. As it was
discussed already, we applied 3 different approaches for feature construction; 1
feature/fixed window 1 sec, 5 features/fixed window 1 sec and Accordion [40]. To
evaluate them we trained a Decision Tree, using the data set-ups of GENEActive.
Their performance results are demonstrated in Table 5.3 and were outcome of
the LOPO evaluation. In this table, it can be seen that the Accordion approach
outperforms the two others, as it was expected.

In detail, the 1-feature approach, using only the mean value to represent the 88
inputs per seconds (GENEActive’s sampling rate = 88 Hz), had poor performance
since its accuracy was between ≈ 31% to 64%. For the 5-feature approach, it is clear
that adding more elements representing the space of the datasets, has a big effect
in terms of accuracy. The 5-features Decision Tree had an increase of more than
10% comparing to the Baseline’s accuracy, and in some set-ups (chest, ankle_chest,
wrist_chest) more than 20%.

Table 5.2: Number of features created by Accordion for every sensors set-up.

Data Set-Up Number of
features

ankle 140
wrist 224
chest 164

ankle_wrist 148
ankle_chest 119
wrist_chest 163

ankle_wrist_chest 118
equivital 186

ankle_equi 64
wrist_equi 163
chest_equi 138

ankle_wrist_equi 85
ankle_chest_equi 96
wrist_chest_equi 143

ankle_wrist_chest_equi 222

Finally, we ran the Accordion experiments, where different number of features
were constructed depending on the dataset. In Table 5.2, the number of feature
constructed per set-up is demonstrated. When we introduced Accordion, we described
the way it constructs and selects features for sliding windows ≤ 5 seconds (5 times the
sampling rate ≈ 450 inputs). In Figures 5.2 & 5.3, some examples of the constructed
features are presented. The feature name is denotes the attribute summarized by
the function, the second part, and the number of inputs, third part, e.g. in Figure
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5. Experimental Results and Discussion

Table 5.3: Comparing feature construction approaches for GENEActive.

Data Set-Ups Features
1 5 Accordion

ankle 50.3 62.9 66.0
wrist 43.3 56.1 63.1
chest 31.4 50.8 57.4

ankle_wrist 64.3 73.5 77.8
ankle_chest 52.5 68.4 71.5
wrist_chest 42.0 67.7 74.3

ankle_wrist_chest 51.0 70.0 71.8

5.2, the first feature, ankleY_SD_39, is the standard deviation of ankleY (g force
on y-axis) summarized for a window of 39 inputs.

The resulting Decision Trees outperformed the 5-features approach with a range
of ≈ 3 to 5%. Nevertheless, since the results where similar we applied a Kolmogorov-
Smirnov test to compare their distributions and it was proved that those differences
are significant, since p-value was < 0.05. For that reason, we concluded in the use of
Accordion’s features, in order to train our models. In Figure 5.4, the evolution of
the performance in every data set-up versus feature strategy is presented. It is clear
that sing Accordion we increased our models’accuracy.

Figure 5.2: The selected features from the ankle_equi combination built by Accor-
dion.
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Figure 5.3: The selected features from the wrist combination built by Accordion.
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5.3 Comparing Classifiers
Having decided, how which strategy will be used for feature construction and selec-
tion, our goal is to improve models’ performance by using a better classifier. For that
reason, we used an ensemble of trees, Random Forest, as it was introduced in theory.

In detail, looking at Table 5.4, it is clear that Random Forest method surpasses
all the other models for every combination of sensors. Comparing the two models
constructed by Accordion’s features, it is visible, that they have better performance
by more than 5% for every set-up, while for some of them exceeds the 10% (equi,
chest_equi, wrist_chest_equi).

Table 5.4: The median accuracies of the LOPO evaluation for every model.

In Figure 5.5, we can see in detail how the models improve their performance by
using the random forest method on the Accordion features. Here, we can see that
already, most models accuracy is around 75% with the chest_equi set-up having the
greatest amount of improvement.
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5.4 Sensor networks comparison
Analyzing the performance of different sensor set-ups in Table 5.4 and in Figure 5.5,
the network which has the highest performance is the combination of ankle, wrist and
equi sensors with an overall accuracy of 86.7% and the second one is the combination
of ankle, wrist with 83%. This can also be seen in Figure 5.6, where the box-plots of
the accuracy distributions for every set-up are displayed. It seems that combining
accelerometers on ankle, wrist with physical measurements can lead to a pretty
accurate activity recognition model. Nevertheless, combining accelerometer sensors
on the wrists and ankles can give, already, satisfying results.

On the other hand, the model with the lower accuracy is the one of the accelerom-
eter worn on the chest, with a median accuracy of 62.6%. This means, that it is
harder to predict the activities by a stand alone chest accelerometer. The second
worst model is the equivital alone, with a median accuracy of 69.6%. Here we have
to note again that Equivital, except of the physical measurements, includes also an
accelerometer. That means that having a belt on the chest combining accelerometers
and physical measurements can improve the model already, something that is also
more clear for the chest, equi set up (72.5%).

Another interesting point is that more data does not always mean a better model,
since the sensor network with all the devices has lower performance than other
combinations. Furthermore, it seems that in some cases adding chest accelerometers
data does not improve or even decrease the activity recognition model’s performance,
e.g. ankle_wrist versus ankle_wrist_chest.

Finally, looking at the accuracy box-plots (Figure 5.6), we can observe that
there are some outliers. Those lowest outliers, belong to the same participant’s
accuracy for all the sensors set-ups, participant GOTOV16, who seems to have
a special walking pattern that our model could not predict. In all combinations
that uses ankle and chest it produces the lowest accuracy, while for the model of
wrist and wrist_equi the performance is above average, see Figures 5.7 & 5.8. The
minimum accuracy can be found for the chest accelerometer with only 8.6%. Besides,
the highest accuracy among all participants and sensor set-ups was performed by
individual GOTOV14 with 99.14% for ankle_wrist combination. In Figure 5.9, the
min and max performance for every participant is displayed.
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5.4. Sensor networks comparison

Figure 5.7: The predicted GENEActive sensor network accuracies per participant.

Figure 5.8: The predicted Equivital and GENEActive sensor network accuracies
per participant.
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Figure 5.9: The min and max predicted accuracies per participant.

Best Sensor network

In Figure 5.10, the accuracy distributions of the two best sensor networks are
compared. It can be seen that both ankle_wrist and ankle_wrist_equi have similar
distributions, however the combination with the physical measurements performs
better in terms of overall accuracy.

Figure 5.10: Box-plots of the two best sensor set-up.
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Best Minimal Network

Concluding, we compare the minimal sensor networks. In Figure 5.11, a box-plot
with the one sensor set-ups is presented. It can be seen, that ankle, wrist and equi
outperform the chest, with a similar median accuracy. However, the distribution of
wrist and equivital seem more concrete, since there are no outliers and most point are
between the second and third quartile. Since, equivital combines both accelerometers
and physical measurements can be chosen as the most suitable set-up using only one
sensor.

Figure 5.11: Box-plots comparing the best minimal set-up.

5.5 Activity analysis
In this section, we will, first, examine how different activities, per sensors set-up
performed, for the Random Forest model. Afterwards, we will have a more detailed
looked on them by examining the confusion matrices of some set-ups.

5.5.1 Comparing set-ups and activity predictions

In the following two Figures 5.12, 5.13, the accuracies of every activity per set-up
are displayed. It can be clear that cycling, lying down and then jumping are the
activities with the highest overall accuracies. Nevertheless, for cycling we have to
consider that it is the class with the most training inputs. On the other hand, the
activities that seem not performing really well are the different types of walking.

In more detail, for every set-up we can observe that the accuracies for the
activities change, which is something we expect. Comparing, the ankle and the wrist
combinations there are some interesting things, for example dishwashing is better
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predicted from ankle (70% accuracy) than wrist (66% accuracy), while one would
expect that since dishwashing is an activity using mainly the hands, it would be
predicted easier from a wrist sensor. However, if we brake the activity in two parts,
one for upper body and one for lowery, it can be that since dishwashing is a type of
standing it is easier to be predicted from ankle, while the wrist might confuse it with
other similar hand activities. Besides that, the wrist seems to distinguish standing a
lot easier, 82% to 47%. This can be explained by the fact that the standing activity
in our train set has no movement with hands at all (hands are probably next to the
body) so there is no or too little signal input from the wrist sensor. On the other side,
standing for the ankle, as we already stated, can be confused with other activities
like dishwashing or sitting, since in both of those activities lower body is not moving.
As a result, incorporating both sensors, those activities can be predicted with higher
precision.

Furthermore, it can be observed that chest accelerometer, alone, is not able to
distinguish the different activities easily. Therefore, there is also a decrease in terms
of performance, for some models combined with chest, since the chest probably
increases the confusion.

Figure 5.12: The predicted activity accuracies for GENEActive sensor networks.

5.5.2 Confusion Matrices

Considering the above, it is essential to examine activities prediction dependency
on set-ups, a bit deeper. To achieve that, we will explore the confusion matrices of
ankle, wrist, equivital sensor networks and their combination ankle_wrist_equi.

Ankle

In Table 5.5, the ankle set-up is analyzed. Here we can see the things already
discussed in the previous section. Standing is confused with different activities like
sitting (Sofa, chair) and dishwashing. Moreover, it is hard, for an accelerometer worn
in ankle, to differentiate between the different sittings, or households, dishwashing,
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Figure 5.13: The predicted activity accuracies for Equivital & GENEActive sensor
networks.

stakingShelves, and vacuumCleaning are confused with each other. Finally, the higher
confusion is taking place among the different types of walking. This is something
anticipated, considering the fact that every individual has a different walking pace.
Consequently, ones normal walking can be fast or slow walking for others.

Table 5.5: Confusion Matrix of ankle set-up, with red the max confusions per
activity.

Wrist

In Table 5.6, the wrist’s confusion matrix is demonstrated. Contrasting this table
with the one of the ankle, we can see that the confusions differ. First we observe that
dishwashing’s higher confusion is with cycling and then a bit with other household
activities, but it has a really low confusion with standing. Then we notice that the
two sides lying have a slight confusion with each other, while the sitting have higher,
with sitting sofa and couch being really connected. Lastly, different walking pace
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have also the higher confusion, like in the ankle set up, with the difference that also
the step class is largely mixed with walkingSlow.

Table 5.6: Confusion Matrix of wrist set-up, with red the max confusions per
activity.

Equivital

In Table 5.7, the equivital’s confusion matrix is given. Here we can notice that
activities confusion is higher in terms of number of classes missclassified for every
activity. Notwithstanding, there are similar high confusions with ankle and wrist,
like sitting and walking. With different walking labels being again the ones with the
larger mix.

Table 5.7: Confusion Matrix of equivital set-up, with red the max confusions per
activity.

54



5.6. Activity Ontology Trees

Ankle-Wrist-Equivital

Finally yet importantly, in Table 5.8, the confusion matrix of the ankle-wrist-equivital
network is presented. In this table, we can remark the lower confusion comparing
to the other ones. We can notice the fact that sitting classes are now more clearly
distinguished, something that is also happened for the household activities. Another
interesting point is that sittingCouch and cycling seem to be in a way correlated,
since the class of sitting couch highest confusion is with cycling. This confusion is
probably introduced by the ankle sensor, as the confusion between them for ankle
set-up is quite high. Yet, walking paces are highly mixed.

Table 5.8: Confusion Matrix of ankle, wrist and equivital set-up, with red the max
confusions per activity.

5.6 Activity Ontology Trees

As we already noticed in Section 5.5.2, there are some activity classes that tend to
be confused with each other. In order to have a higher understanding of them, we
will build their hierarchy trees, based on the method introduced in Chapter 4.

Before we start building the trees, we will convert all confusion matrices to ones
with the precision numbers per activity, like Table 5.9. This is done, as it was
explained, in order to balance the inputs. To compute this table, we divide every
activity row with the total number its inputs. Comparing now the Tables5.9 & 5.8 we
can observe that while in Table 5.8 we meet the first max confusion in walkingNormal,
for Table 5.9 we meet it in walkingFast.

In Figures 5.15, 5.16, 5.17, the ontology trees of wrist, equivital and their
combination set up, ankle_wrist_equivital, are presented. All trees seem to have a
similar structure, with two main subtrees created, the one with the walking classes
and the one of sitting. The walking paces subtree, however, is the one constructed
faster, since those classes have a high confusion.
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Table 5.9: Confusion Matrix of ankle, wrist and equivital set-up normalized by the
number of inputs for every activity, with red the max confusions per
activity.

Furthermore, for the ankle’s ontology tree (Figure 5.14), it can be observed that
the different walking paces are all combined with each other before the 10th iteration.
An interesting point here is that lyingdownLeft and lyingdownRight are not merged
in the same group. However, they are the last two labels to be merged with a group.
As a result, LyingDownRight is merged in step 12 with the bigger group of sitting,
standing and households which as a group has a lower confusion with lyingDownLeft
than the group of cycling and sittingCouch. This is because if you have a look in
ankles confusion matrix lyingDownLeft max confusion is with sittingCouch. On the
other hand, for all the other combinations the two lying classes are combined with
each other or in the same group (wrist).

The main point suggested, form the tree ontologies, is that the different walking
paces should probably be merged to one class. In order to justify this point, the
overall accuracy of the model per step is investigated. In Figure 5.18, it can be
observed that in the first 5 steps where walking classes are merged for every set-up,
the impact in the accuracy1 is high. For example, for the ankle and wrist set-ups,
from around 70% the model accuracy increases to ≈ 85%, almost 15% raise. Similarly,
for the combinations of ankle-wrist and ankle-wrist-equi the increase is almost 10%.
Particularly, for our best model (ankle-wrist-equi), combining the walking classes to
one will increase the accuracy of our best model from 85% to 94%, which is a really
satisfying accuracy for an activity recognition model predicting 12 labels.

Concluding, we compare the two ways of growing the tree ontology using the
confusion matrix. In Figure 5.19, the non-normalized (greedy) and the normalized
one, for ankle-wrist-equi, are compared. It is clear that merging in a greedy way

1The accuracy reported is the overall accuracy computed from the confusion matrix. For that
reason, it may different ±1%
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increases the accuracy of the model faster. Nevertheless, also, in the greedy method
the first 3 merges performed are the 3 different walking paces (slow, normal, fast)
with a different order. This can be seen, as in the 3 merging both models have the
same accuracy.

In Figure 5.20, the evolution of the accuracies when we merge the classes of
walking paces to one for every set-up, can be seen.

Figure 5.14: The ankle activity ontology tree, with red the order of merges.

Figure 5.15: The wrist activity ontology tree, with red the order of merges.
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Figure 5.16: The equivital activity ontology tree, with red the order of merges.

Figure 5.17: The ankle_wrist_equi activity ontology tree, with red the order of
merges.
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Figure 5.18: Model Accuracy in every step for ankle, wrist, equivital and their
combination set-up.

Figure 5.19: Comparing non normalized and normalized growing of activity ontol-
ogy tree.
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5.7 Temporal Nearest Neighbour Smoothing
In this section, we present the results of applying different temporal nearest neighbour
smoothing filters on the Decision Tree build by Accordion for different sensor set-ups.
Table 5.10, presents the experimental results. In the first column, the initial accuracy
of every set-up is displayed and then the single and multiple smoothing filters are
demonstrated.

For these experiments, we tested filters with window size from 3 to 31 seconds.
On the single mode, we applied every filter and reported its accuracy, while for the
multiple, we apply the one filter after the other starting from small ones to bigger.

As can be seen, both processes improved the overall accuracies of the model.
Applying a single filter it seems that different windows between 11 and 27 seconds
can produce the highest increases in prediction accuracy, of approximately 5%.

On the other hand, we achieve similar results by applying multiple smoothing
filters, but only after the filters of 23 seconds and higher were applied one after the
other.

The interesting point from these experiments is that single filters peak in earlier
windows than the multiple, however without having a similar pattern for every
set-up. On the other side, applying multiple filters one after the other it seems that
after window of 19 seconds all set-ups start being around their peak and stabilizing
there. Nevertheless, in order to prove this point more experiments should take place.
Adding to that, we have to also point out that the main drawback of the multiple
smoothing is that it is computationally more complex than a single filter pass.

Table 5.10: Table of Temporal Nearest Neighbour Smoothing results.

Concluding, when this procedure was applied to the already refined models of
random forest with 12 classes (one walking class), the increase in accuracy was
≈ 1%, with maximum 2% for the chest and equi_chest and with no significance
(Kolmogorov-Smirnov’s tests with p>0.05). This was expected since the activities
confusion for every model have been minimized.
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Chapter 6

Conclusion

The quest of higher accuracy

As it was discussed until now, the decisions of pre-processing, feature construction and
selection, and method are crucial for the overall accuracy of the activity recognition
model. All these choices and decisions have been exhaustively investigated through
many papers in literature. In this thesis, we compared sensors and their body
locations, different methods for feature construction and selection, two classifiers, and
then we examined the influence of activity classes to the models performance.The goal
for every of these steps was to improve the performance of the activity recognition
model. In Figure 5.20, we presented exactly how every decision improved our model.
Starting from a baselione model, with accuracy between 30% to 50%, and after
different steps concluded to models between 81% to 95%, depending on the set-up.

6.1 Research questions

During this quest of higher accuracy and completing our objectives to analyze the
role of sensor’s placement we concluded to the answers of our main research questions,
as they were presented in Section 1.5.

Best sensor network

Our main objective was to find the best sensor network. Throughout our experiments,
it was clear that combining ankle and wrist models is the most efficient way to predict
human activity. Physical measurements, can also give an extra boost to the accuracy
but if there is no other need of them (e.g. energy expenditure prediction), it can be
avoided it without significant difference.

Best minimal sensor network

Furthermore, we tried to conclude which minimal sensor network is the most efficient.
Answering this question was not so clear, since except of chest sensor all the others;
ankle, wrist, equivital, had an overall similar performance. Nevertheless, it was
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proven that every one of them performs better for certain activities and so the choice
of them depends on the set of activities that is our goal to predict.

Activity recognition model evaluation

Another really interesting point, was the evaluation of the models. Since recently,
most researches were using n-folds cross validation for that. However, it is proven
now that this evaluation creates overoptimistic results, as it is overfitting the models.
We discussed and analyzed that this overfitting is result of the nature of the time
series data and their autocorrelation. In order to have a more fair evaluation of the
model, the most appropriate way would be the Leave One Participant Out or LOPO.
This evaluation method tests the model on time-series data that were not used in the
training data set. Moreover, it simulates the realistic scenario of predicting activities
of an unknown individual. Overall, for physical activity monitoring - unless the
development of personalized approaches is the explicit goal - subject independent
validation techniques should be preferred [44].

Dealing with activity ontology

One of our last points, was the analyses of the activity classes and how they influence
the prediction accuracy. Here, we try to create a data-driven activity ontology in
order to understand which activities could be combined or not under a higher class.
Throughout this investigation, we concluded, that having different forms of the same
activity is not adding extra information, since it creates higher confusion. Therefore,
activities such as different walking paces could be integrated under one higher class,
e.g. walking.

Smoothing temporal predictions

Our final point, during this thesis, was to study how smoothing can further improve
our models. As it was proven, smoothing can improve models, however the choices of
window sizes, or applying single or multiple filters play a major role to the outcome.
Adding to that, we noticed that the improvement to models that perform, already,
really well is not significant enough.

6.2 GOTO study
Concluding, our motivation for this work was to create an activity recognition model
for the GOTO study. In GOTO study, the sensors used were on the ankle and
wrist. Therefore, the model with this network will be used to predict the activities.
Furthermore, we will use the features constructed by Accordion and the random forest
classifier. Finally, about activity classes, we will have only one class for walking.
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