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Abstract

The Imaging & Bioinformatics research group at LIACS processes large quantities of raw biological data into

images, 3D models and videos. In this thesis, new methods will be developed to process, store, retrieve

and natively visualize biological data with the help of HTML5 and up-to-date ICT tools. This must be done

because older standards are becoming obsolete and have the disadvantage of requiring software installations

before any data can be accessed by third parties. Evaluating the feasibility of HTML5 for server-based

visualization can be accomplished by drawing an HTML5-based server architecture. This HTML5-based

server architecture can then be qualitatively compared to the current Java3D-based server architecture to

determine the differences between both methods of 3D model visualization. Furthermore, the capabilities

of HTML5 have to be explored to determine how biological images and videos can be displayed natively in

most web browsers. This research discovers that native server-based visualization of biological models can be

achieved by extending the Bio-Visualization web service with Xia’s parser to parse all contour information from

the retrieved .PIX file into the generated .XML file. This .XML file can then be loaded into a web page that

makes use of HTML5 and Three.js (i.e. Xia’s template) to accomplish native web browser visualization. The

difference between both methods of model visualization is that the HTML5 method requires slightly more

computation on the client-side. Furthermore, it is also found out that biological images can be visualized

natively in most web browsers using the <img> tag, provided the images are converted to a supported

format with an image editing tool, such as Pinta. In addition, biological videos can be constructed from gene

products using Huygens Essential. In order to make these videos ready for native HTML5-based visualization,

they have to be converted to a supported format (such as .MP4) using a video editing tool. This video editing

tool should also enable one to provide the video with a text watermark for the purpose of intellectual property

protection. After the videos are stored in the file directory of the server, they can be retrieved by querying

on their respective metadata and annotative information, which must be stored in the GEMS database. In

summary, the visualization of biological images, models and videos is feasible and this thesis can hence be

used as an argument to support the transition to HTML5.
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Chapter 1

Introduction

The IB (Imaging & Bioinformatics) research group at LIACS (Leiden Institute of Advanced Computer Science)

concerns itself with the acquisition and analysis of large volumes of biological data [38]. This thesis will

explore new ways to keep biological data available to third parties. This chapter shall first briefly address the

problem at hand in section 1.1, followed by the research questions that will attempt to solve the problem in

section 1.2. Section 1.3 will go into the methodology taken to answer the research questions. In section 1.4,

the chapter will conclude with an overview of the entire thesis.

1.1 Problem statement

The IB research group has been generating and visualizing images, models and videos from biological data

[20]. It is the ambition of the IB research group to consistently keep these images, models and videos available

online, so that third parties can have access to the data. Currently (anno 2016), the IB research group is largely

visualizing 3D models online using Java3D-based technology [31]. As time goes on, older techniques become

obsolete whereas emerging standards such as HTML5 bring with them a set of convenient advantages that

could be considered for adoption [1]. This thesis will argue that newer technologies such as HTML5 can be

used as a means to sustain and expand the availability of biological data to third parties. This is important

because it is desirable to be as platform independent as possible by using methods that are supported by the

most popular web browsers. To this end, the capabilities of HTML5 will be explored in order to understand

to what degree HTML5 meets the demands of server-based visualization of biological data.

4
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1.2 Research questions

As described in section 1.1, the capabilities of HTML5 will be explored and evaluated as a means to keep

biological data available to third parties. In order to do this, a main research question will have to be

formulated and answered. The research question is as follows:

Research question: In what way is it possible to keep biological data available to third parties with the help of up-to-

date ICT-tools?

It is worth noting that the main research question is not limited to just HTML5, but rather to “up-to-date

ICT-tools”. This is important because the biological data may have to undergo preprocessing stages that are

done with other tools before HTML5-based visualization is possible. In order to sufficiently answer the main

research question, two additional research sub-questions will have to be formulated. The two sub-questions

together provide an answer to the main research question:

Research sub-question 1: What are the differences between server-based visualization of resources with Java3D and

server-based visualization of resources with HTML5?

Research sub-question 2: What needs to be done to ensure the availability of video and image resources in HTML5?

1.3 Methodology

First, relevant literature will have to be read in order to gain a thorough understanding of the current activities

of the IB research group. This understanding will serve as the theoretical framework on which this research

is based.

In order to answer the first research sub-question sufficiently, a new client-server architecture will have to be

designed to determine in what way it is possible to keep biological data available to third parties. Subse-

quently, a qualitative comparison will be made between the current Java-based client-server architecture and

the HTML5-based client-server architecture so that it becomes clear what the advantages and disadvantages

are for each architecture. It is worth noting that this must be done to evaluate HTML5’s feasibility to visualize

biological model data.

The second sub-question is focused on HTML5’s feasibility to visualize biological video and image data. In

order to sufficiently answer this sub-question, a protocol will have to be developed that is focused on:

1. Producing videos from biological 3D data with the help of “standard” software.

2. Saving the produced video data in a specifically designed database structure.

3. Retrieving and visualizing video and image data with the help of database technology.
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After answering these two research sub-questions, it will be clear how HTML5 deals with server-based vi-

sualization of biological image, model and video data. Together they provide an answer to the main research

question. Furthermore, it will also be clear how the HTML5-based techniques compare to the techniques that

are currently in place.

1.4 Thesis overview

In chapter 2, this thesis will go into the relevant theory to conduct the intended research. All research

regarding the first research sub-question will be discussed in chapter 3. In chapter 4, all research regarding the

second research sub-question will be discussed. The answer to the research sub-questions and, by extension,

the main research question will be given and discussed in chapter 5. The final conclusions of this thesis can

lastly be found in chapter 6.



Chapter 2

Background information

This chapter concerns itself with the necessary background information which will serve as the theoretical

basis for this thesis. A proper understanding of the activities (i.e. acquisition, storage, management, an-

notation and retrieval of raw biological data) of the IB research group at LIACS is required to be able to

answer the research questions. Section 2.1 will explain how raw biological data are acquired. Section 2.2 will

provide information on how the biological data are stored and managed. Section 2.3 will then explain how

the biological data are annotated and retrieved.

2.1 Acquisition of raw biological data

The first step of visualizing 3D gene expression patterns is the acquisition of raw biological data. In the world

of bio-imaging and microscopy, there are several techniques to (re)construct 3D images [40]. One of these

techniques is CLSM, or confocal laser scanning microscopy. Using the CLSM-technique makes it possible for

one to visualize gene expressions by tagging fluorescent molecules. For example, for the zebrafish this is

done at different stages of development: 24, 36, 48 and 72 hpf (hours post-fertilisation) [46].

2.2 Storage and management of raw biological data

Once the biological data have been acquired, all data need to be stored in a database and managed. To this

end, the IB research group has produced a 3D Atlas of Zebrafish Development. With the help of the 3D atlas of

Zebrafish Development, any produced gene expression pattern can be mapped on bodily structures [16,20,46].

The IB research group at LIACS has also constructed an accessible storage system called Gene Expression

7
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Management System, or GEMS. Gene expression patterns are found by conducting in situ experiments. In

situ means that the zebraFISH (FISH = Fluorescent in situ Hybridization) protocol is followed. The resulting

gene expression patterns are 3D images that are submitted to the GEMS in the form of raw data. A benefit of

this storage method is that a user can potentially process and morph the data according to their needs. There

also exists a GEMS browser that visualizes the contents of the GEMS database [3].

The 3D Atlas and the GEMS enable researchers to store and manage information about gene expression

patterns that are spatio-temporal. Spatio refers to the location on the anatomical structure (e.g. head or tail,

whereas temporal refers to the time frame in which the gene expression occurs (e.g. hours post-fertilisation).

The purpose of the construction of this information management system is to be able to openly publish gene

expressions that are compatible with other information systems. To this end, the gene expressions in the

images are described using the Gene Ontology, or GO [3]. More information about ontologies will be given

in section 2.3.

In order to store reconstruction data (e.g. section images, contour information and metadata), the IB research

group also established a 3D reconstruction data repository which will be accessed to reconstruct the 3D

models [30].

On top of the two databases (the 3D reconstruction data repository and GEMS), TDR and GEMS web services

have been established in order to provide access to the repositories. With these web services, application

clients can be developed to provide users with a way to acquire and modify the reconstruction and gene

expression patterns data from the databases. Potikanond et al. constructed the Bio-Visualization web service,

which serves as an intermediate web application that enables users to browse and query for gene expression

patterns and 3D reconstruction models in the online 3D digital atlas of zebrafish development. The Bio-

Visualization web service is also used by the web application to acquire data from the ArrayExpress Atlas in

order to visualize gene expression data within 3D reconstruction models over a network via Java applications

[30].

When a user sends a query to the server, the query is executed by the web services (TDR and GEMS). This

triggers the Bio-Visualization web service to send all relevant data to the web applications. Once this is done, the

data are subsequently passed on to TDRViewer, a Java-based web application that delivers the visualization

to the users [30]. The data transfer is done by sending XML-based files from the databases to the end-user

due to XML’s portability, extensibility and platform independence [5].
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2.3 Annotation and reconstruction of raw biological data

In the world of bioinformatics, ontologies are used to help collect, organize and publish biological data [32].

To this end, the IB research group at LIACS established the Developmental Anatomy Ontology of Zebrafish,

or DAOZ. This ontology is used to annotate collected biological data in the GEMS and to assign relevant

annotation to bodily domains in the 3D Atlas. Structuring the data in this order enables users to write

complex queries to consistently retrieve data for analysis [3].

For biological models, the next step is the 3D reconstruction phase, which is done with TDRViewer [17].

The TDRViewer also graphically annotates the relevant boundaries of bodily domains and/or spatial gene

expression patterns in the 3D image dataset. Produced contour information is then used to reconstruct a 3D

surface of each annotated “domain”. During this stage, it is still not possible to enrich the model with data

from other external sources. This is where the textual annotation from standard ontologies such as DAOZ

is required. The ontologies are used to annotate anatomical domains with relevant terms. Similarly, gene

expression patterns are annotated with genomic terms (such as gene name and gene symbol) in the GEMS.

The vocabularies from DAOZ and GEMS are derived from standard ontologies such as ZFIN Anatomical

Ontology and Gene Ontology [2, 4, 29].

After the retrieval of raw data from the databases and the annotation of anatomical structures, the 3D recon-

struction models can be regarded as single instances of data that are described by a model description, which

is done in an XML-based language, i.e. the 3D Reconstruction Markup Language (TDRML) . A TDRML-file

contains information about annotated domains, section images and metadata. The domains are attached with

3D surface data and contour information [29].

The 3D reconstruction model also visually integrates a quantitative microarray analysis of patterns of gene

expression. The quantitative analysis data are acquired from an external source, namely the ArrayExpress

Atlas [7, 29].

With TDRViewer, the user is able to visualize the dataset two- or three-dimensionally. The 2D view delivers a

section image, along with its relevant graphical annotation of all relevant domains, i.e. the bodily structures

for the atlas dataset and the areas where genes are expressed. One can also determine the zooming levels,

along with which section image to view. TDRViewer offers three modes to view the visualizations, namely

the contour view, the solid view and the surface view [30].



Chapter 3

Server architecture: a comparison

This chapter concerns itself with answering the first research sub-question. The current server architecture

will be discussed in section 3.1 . The same will be done for the HTML5-based server architecture in section

3.2. The chapter concludes with a qualitative comparison of the two server architectures in section 3.3.

Research sub-question 1: What are the differences between server-based visualization of resources with Java3D and

server-based visualization of resources with HTML5?

3.1 The current architecture

A display of the current server architecture can be found in Figure 3.1 below.

Figure 3.1: The current server architecture, as illustrated in Potikanond et al. [29].

10
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As one can see in Figure 3.1, the user is able to send queries through an online query interface. These queries

are picked up by a Java Servlet called the Bio-Visualization web service. The Bio-Visualization web service then

requests the relevant information from the web services, i.e. the TDR web service, the GEMS web service and

the ArrayExpress Atlas web service. These web services retrieve the data from the underlying repositories.

The ArrayExpress Atlas provides data from an external source [29].

The TDR web service ensures the exchange of data by receiving the queries from the Bio-Visualization web

service and sending the relevant reconstruction data (such as the contour information, surface reconstruction

information and the section images) forward to the client-side. These data are transmitted as an XML file

(extended TDRML format) [29].

The GEMS web service sends back gene expression data in XML format. The gene expression data are stored

based on annotation. This means that the data are linked to specific genes, hpf and the part of the bodily

structure of the zebrafish where the expression of genes occurs [29].

The ArrayExpress Atlas web service is the only web service that does not contain locally stored data but

rather imports microarray gene expression data externally, and sends this back as Microarray Gene Expression

Markup Language format, also known as MAGE-ML, which is also an XML-based format [29].

The Bio-Visualization web service collects all the incoming data and annotates them using terms from the

ontologies DAOZ and GO (for GEMS). All these data are then passed on to the TDRViewer. As mentioned

previously in Chapter 2, TDRViewer is a Java-based web application that enables the user to view the 3D

models in the web browser. [29].

3.2 The HTML5-based architecture

In this section, the relevant capabilities of HTML5 will be explored so that it can be determined to what

degree HTML5 is able to take over the functionalities that are currently in place. This section will look into

HTML5 as a modern standard for client-side development. After this, it will be explored which steps have to

be taken on the server-side to support the HTML5-based client-side.

It has been verified by Xia et al. that HTML5 is suitable to visualize 3D brain models using Three.js [49].

Three.js is a library that simplifies WebGL-based visualization [25]. In order to visualize a model, the

client needs to get the relevant section images and dimensions of the anatomical structure that needs to

be visualized. To reduce the strain on the network connection, data transfer is minimized by sending the

anatomical structure data as Freeman chain code to the client (in XML format), where the model will be

reconstructed [42]. Xia’s method also shows that an “overlap” can be drawn on top of the section images.

This can be used to graphically annotate the section images [49].
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The HTML5-based architecture is very similar to the current architecture. The server-side of the model

stays almost entirely intact, whereas the actual visualization done at the client-side will be renewed. The

actual client-side visualization can be done in using a WebGL-based engine, such as Three.js along with

HTML5 [25].

The contour information is encoded in .PIX format and cannot be processed immediately in HTML5. To this

end, Xia developed a parser that can merge the contour information into the .XML file. This makes it possible

to draw the relevant data points in the 3D canvas using Three.js [49].

Experiment

In order to check if the visualization technique by Xia works for models other than the brain, a prototype

model has to be constructed from different biological data. Doing so will also provide insight into the exact

workings of his technique and how it can be used to conduct automated server-based model visualization.

For this experiment, the mammary gland of the Mus musculus (house mouse) is visualized using the model’s

.PIX and .XML file. This experiment is conducted by first using the parser to merge the contour information

from the .PIX file into the related .XML file. Thereafter, the enhanced .XML file is drawn using Xia’s HTML5

“template”. The result of this experiment can be found below in Figure 3.2.

Figure 3.2: The visualization of the mammary gland of the Mus musculus using Xia’s template.

The labels (DUCT and NIPPLE SHEET), colours, section images and contour information are all exported

to the browser where everything is drawn. After providing some bug fixes, the model viewer now correctly

scales the section images and it also correctly draws the contour information on the section images. Fur-

thermore, it is now possible to rotate the image around its own origin. Another bug involving the incorrect
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loading of the .XML files has also been fixed. This shows that there are a few steps that can be taken to

produce a server-based visualization service using this technique.

The first step is to extend the client-server model. Not only should the section images, the .PIX file and the

.XML file be retrieved by the Bio-Visualization web service, it should also produce the “enhanced” .XML by

using Xia’s chain code parser to integrate the .XML file with the contour information from the .PIX file. This

makes visualization of biological 3D data in HTMl5 feasible, because the enhanced .XML file and the section

images can then be loaded into Xia’s HTML5 template. This can all be done by extending the Bio-Visualization

web service to perform the tasks. The template consists of a folder with therein:

1. A css folder that contains lay-out information. The Bio-Visualization web service does not adjust this

folder.

2. A js folder that contains the necessary JavaScript files (such as Three.js). The Bio-Visualization web

service does not adjust this folder.

3. A 2D PIC folder that contains the section images and the enhanced .XML file. The Bio-Visualization web

service has to put the recently queried section images along with the .XML file in this folder.

4. An .HTML file that draws the entire application. The Bio-Visualization web service has to adjust this file

where it refers to the location of the enhanced .Bio-Visualization web service file and where it refers to the

folder that contains the section images (2D PIC by default). It should additionally provide the correct

dimensions (height and width in pixels) of the section images to the .HTML file.

For clarity, the .HTML file has to be adjusted by the Bio-Visualization web service on lines 38 and 452 to load

all the retrieved files into Xia’s template. These two lines are explicitly highlighted below.

var xmlfilename = ”./2D PIC/b.xml ” ; // l i n e 3 8 : r e f e r to the extended . xml

f o r ( var i l = 0 ; i l <= layerNum−layerCounter ; i l ++) {

var s r c S t r = xmlDoc . getElementsByTagName (” img ” ) [ i l ] . g e t A t t r i b u t e (” s r c ” ) ;

imgSrcs [ i l ] = ”./2D PIC/”+ s r c S t r ;// l i n e 4 5 2 : r e f e r to the f o l d e r t h a t

} //conta ins the s e c t i o n images

The .HTML5 file also needs to receive the correct dimensions of the section images on lines 72, 77, 764, 766,

807 and 810. An illustration of this process can be found below. This must be done to correctly scale the

section images and the contour information to the size of the image viewer window, i.e. 200 ∗ 300 pixels.

contex t . s c a l e (300/(width section image ,200/height section image ) ; // l i n e s 72 ,77 ,766 ,810

context2 . s c a l e ( width section image/300 ,height section image/200) ;// l i n e s 764 ,807
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The process described in the previous part of this section are sufficient to load the images and models into

the template. More visualizations using this technique can be found in Appendices A, B, C and D. It should

be noted that Xia’s template only deals with the visualization of the section images and does not contain

annotation from the ArrayExpress Atlas web service. A possible workaround is to extend Xia’s parser to

not only parse the contour information from the .PIX file into the original .XML file, but to also include

the relevant annotation from the .XML file that is produced by the ArrayExpress Atlas web service. The

annotation could be put into the labels of the section images. These section images are labeled in the original

.XML file with the “name” attribute of the <biolstruct> tag. An example is as follows:

<b i o l s t r u c t c o l o r =”0 ,0 ,255” l a b e l =”1” name=”DUCT”>

The “name” attribute can be used to graphically annotate section images by adding the relevant annotation

that is taken from the ArrayExpress Atlas web service to the attribute. The annotation can be further extended

by drawing a text overlay on the 3D canvas to include gene expression data from the ArrayExpress Atlas.

This text overlay can, for instance, be drawn with Angular and TypeScript [8].

After the files have been loaded into the template, the entire server-side process is complete and the web page

is loaded on the client-side (the 3D Atlas of Zebrafish Development). A web page on the bio-imaging website

should contain the hyperlinks to all the models that can be visualized. When a user clicks on a hyperlink, a

request is made to the server that prompts the Bio-Visualization web service to query for the relevant biological

model data. This new visualization method requires a slightly extended server-client architecture, because it

incorporates the use of Xia’s parser on the server-side. Additionally, the enhanced .XML file and the relevant

biological section images have to be loaded in Xia’s HTML5 template on the client-side. A high-level concept

of the HTML5-based client-server model can be found in Figure 3.3. A larger version of this architecture is

included in Appendix E.

Figure 3.3: The new, HTML5-based server architecture.
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Note that the new architecture is an adaptation of the MVC-architecture. The Model-part contains the logic,

the model data and all the processing steps (such as generating the .XML file) that have to be taken. The View-

part contains the files that are meant to be loaded on the client-side, i.e. in Xia’s template. The Controller-part

is basically the Bio-Visualization web service that receives the HTTP-requests from the client and prompts the

Model-part to prepare the data according to the user’s request by loading the data into the View-part [3, 6].

To elaborate further, the extension of the Bio-Visualization web service can be achieved by using JavaServer

Pages (JSP) to generate dynamic pages by the server [37]. These web pages integrate the required information

from the databases (section images, metadata etc.) into the template. It can also be used to call the parser to

correctly parse the contour information from the .PIX file into the .XML file.

To illustrate, the web server gets an HTTP request from a user to load a certain model in the developed

template (which is now a .JSP file). The .JSP file should contain queries to retrieve the required information

from the underlying databases (mostly from the TDR database). The .JSP file needs to know the folder that

contains the section images and the .XML file. Additonally the .JSP file needs to know the height and width of the

section images. All this information is different for each model, which is why the use of JSP is required to

generate the page “on the fly”. This .JSP page is then transformed into a servlet (which is a .JAVA file), and

thereupon converted into an executable .CLASS file. Upon running the .CLASS file, all relevant information

(.XML file, section images and metadata) are queried for and loaded into the template. This template is then

transformed into a static .HTML file, which can be sent back to the user as an HTTP response [36].

3.3 Comparing the new and current architectures

In this section the current and HTML5-based architectures are compared to each other at the server- and

client-side. Additionally, the quality of the server architectures are compared.

Considering the server-side of the architectures, not much has changed. The Bio-Visualization web service will

have to call Xia’s parser before loading the enhanced .XML file into the client side. Xia’s parser is a very light

program that only reads two files to produce another file.

Considering the client-side of the architecture, a lot has changed, relatively speaking. The TDRViewer could

be considered outdated technology since Oracle has released JavaFX, a modern way to build web applications

in Java [27]. However, HTML5 holds the advantage that it is a new standard because it is supported by most

modern web browsers over multiple operating systems [12–15]. Furthermore, Java3D and JavaFX require a

client-side installation of Java, which means that fewer devices are able to view the visualizations in the web

browser, whereas no extra installations are necessary whatsoever when the visualization is done in HTML5.

In order to determine the quality of the architectures, quality attributes can be used to assess the degree to
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which each architecture meets them. These quality attributes are based on O’Brien et al. [26]. Some quality

attributes are left out because they share no relevance to this specific server setup. The following quality

attributes will be used to compare the architectures:

• Interoperability

• Message and server reliability

• Availability

• Data granularity

• Normal usability operations

• Confidentiality

• Integrity

• Performance

• Scalability

• Extensibility

• Modifiability

In order to be able to visualize the model data, the server needs to transform the data (from .PIX to .XML).

This indicates that the interoperability of the server architecture is acceptable, but not very high. The Bio-

Visualization web service performs well when integrating different types of (XML-based) data from different

sources. However, in the event that the server architecture needs to deploy the model data to another client-

side platform, it may be the case that the data require another stage of preprocessing before visualization is

feasible.

Considering the minimal changes in the “new” server architecture, there is no noticeable reduction in message

and service reliability. The probability that the server fails at the data preprocessing stages (the parsing of the

data) can be considered negligible to zero, because the parser is a small program (5.7 kB in size, extracted)

that performs very light tasks.

The server should also see no decline in availability due to the server architecture’s extensions for the same

reasons listed as the message and service reliability. Additionally, the changes made to the architecture do not

otherwise interfere with the server’s availability.

As for the data granularity, this quality attribute does not impact the quality of the architectures either. This

is because the data are only transformed into a different format, which means that the data hold the same

properties as before. The normal usability operations are also not impacted, because both visualization methods

are designed to perform the same tasks.

The confidentiality is decent to high for both server architectures. The GEMS database, for instance, requires

authentication before any data can be submitted or changed. Generally, anonymous users are only able to

view the data [3].

The integrity of the data lies in the hands of the users that are authorized to submit data to the databases.

This holds true for both server architectures and indicates that the integrity is decent to high, because these

users understand what properties the data must possess.
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The performance for both server architectures is acceptable, but not high. This is because the data are quite

substantial in size and have to be sent from multiple repositories to the end users. Additionally, both server

architectures are .XML-based, which require extra steps (parsing, validation and transformation of data) to

perform the tasks [26]. This also indicates that the HTML5-based architecture takes a slightly longer time to

prepare the data than the Java3D-based architecture, because of the extra preprocessing step that is required.

Since biological data are substantial in size and data are transmitted in .XML-based formats, the extensibility

is not high for both server architectures. Should it happen that there are many more end users submitting

and retrieving data at the same time (e.g. the server load is increased by a factor of 100), then it may lead

to the need of hardware and software upgrades [26]. As to how much the system will change in size and

volume in the foreseeable future remains an open question.

The modifiability of both server architectures is quite high thanks to the use of .XML-based formats. XML has

the benefits of being flexible, extensible and can embed metadata [26]. This means that it is relatively easy to

change the system (e.g. making a change in the user interface) because it is possible to morph the data.

There are different kinds of model representations [39, 41]. Aside from the contour view in TDRViewer,

Three.js is also able to load a surface view by simply querying for the model’s .OBJ file (which is present in

the TDR database) and loading it using the OBJLoader in Three.js [35]. Relevant annotation can be retrieved

from the ArrayExpress Atlas web service and visualized using a text overlay. This illustrates that it is possible

to keep the model data available using up-to-date tools.

A potential downside to using HTML5 instead of Java to visualize models is that HTML5 is a relatively

new standard which means that the native support for 3D visualization in web browsers (WebGL) is still in

development whereas Java3D has been around since 1998 [11]. This implies that there exists more material

such as documentation and samples for Java3D. It also means that it is not clear at which point HTMl5

stops developing which could raise slight concerns for future development. It could happen that a future

extension will not be supported by HTML5, however, HTML5 (and more specifically, Three.js) is able to at

least visualize and graphically label 2D sections and 3D models by querying for the relevant data from the

databases and deploying them to the client-side. With regards to the vast and global usage of HTML5 [23],

the expectation remains that it is a future-proof and extensible platform for online visualization.

Another problem with HTML5-based visualization is that it takes a relatively long time to load the model, the

section images and all of the required information into the web browser. The difference is that the Java3D-

based technique caches and preloads the information in smaller “chunks” to improve loading speed whilst the

HTML5-based technique loads everything all at once, which puts a strain on the user’s computer and their

internet connection. It would therefore be recommended to develop methods which ensure the preloading

and caching of information for the HTML5-based technique.



Chapter 4

Developing a protocol to visualize

biological video and image data

In this chapter, an answer to the second research sub-question will be given, namely a protocol that states

in what way videos from biological data can be made, stored and retrieved. The chapter is divided in two

different sections. Section 4.1 will explain how the videos will be made to effectively capture videos using

biological data and section 4.2 will then explain how biological videos and images can be stored and retrieved.

Research sub-question 2: What needs to be done to ensure the availability of video and image resources in HTML5?

4.1 Capturing videos using Huygens Essential

This section concerns itself with capturing videos using Huyens Essential, a scientific tool that is used to

analyze and render biological data [33]. Capturing and publishing videos of gene products can be very

helpful to scientists such as bioinformaticians [9].

After Huygens Essential is started, open the file that needs to be rendered into a video. One can split the file

into its respective channels, as is shown in Figure 4.1.
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Figure 4.1: Splitting the channels using Huygens Essential.

After splitting the channels, a recommended approach is to make a video of every channel following the

same standard, because the videos can then be easily compared with each other. Click on the object of choice

and select the option Movie maker, as shown in Figure 4.2.

Figure 4.2: Selecting the Movie maker in Huygens Essential.
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When the Movie maker is opened, a renderer has to be selected. Select the Sfp renderer in the Movie maker

window, as shown in Figure 4.3.

Figure 4.3: Selecting the Sfp renderer in Huygens Essential.

Once the Sfp renderer has started, it is time to make videos. Notice that the Sfp renderer has three axes to

adjust the view of the object, namely Zoom, Tilt and Twist, which can be seen in Figure 4.4.

Figure 4.4: The red boxes show Zoom, Twist and Tilt within the Sfp renderer.
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The purpose of the video is to capture the entire object. Therefore the proposed method is to first capture

the object in the renderer from a side view. The view should then be rotated 360 degrees to capture every

angle from the side. The camera should then capture a top-down view of the object to get a good picture of

the entire object. The first frame to capture is at the setting {Twist=360deg;Zoom=1.00;Tilt=70deg}. Once the

Sfp renderer is set to this setting, select Add keyframe to the storyboard in the bottom right corner of the Sfp

renderer, as shown in Figure 4.5 below.

Figure 4.5: Adding keyframes to the storyboard using Huygens Essential.

Leave the Zoom and Tilt settings the way they are (at {Zoom=1.00;Tilt=70deg}), set Twist to 180 degrees and

add the keyframe to the storyboard in the Movie maker window. Repeat this step once more, turning Zoom 180

degrees to the right, so that the setting {Twist=0deg;Zoom=1.00;Tilt=70deg} is also added to the storyboard.

At this point the entire side view is captured. The next step is to capture one last keyframe at the setting

{Twist=0deg;Zoom=1.00;Tilt=0deg}. This ensures that a top-down view of the object is captured.

After the keyframes have been added to the storyboard, go to the Movie maker window and first select

Tools→Stretch movie to open a new window. Make sure that the frame rate is set at the desired frames per

second (FPS) and that movie length is set to a desired amount of frames, as shown in Figure 4.6. Include a

sufficient amount of frames to ensure that the transitions in the movie do not pass too quickly.
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Figure 4.6: Adjust the frame rate and number of frames to stretch the movie in Huygens Essential.

After this step is completed, click on the red record button in the Movie maker window, as shown in figure 4.7.

Figure 4.7: The red button is used to record a movie.
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When clicking the record button, a window will pop up asking for the animation settings. It is possible to

save memory space by keeping the file size small. This can be done by unchecking the ‘High quality’ option

and by leaving the settings to an aspect ratio of 4:3, a video width of 640 pixels and a video height of 480

pixels as shown in Figure 4.8. Make sure to give up a desired frame rate and a desired AVI quality. Press

Accept to continue after making sure that the settings are correct.

Figure 4.8: Make sure the animation settings are correct to save local storage space.

After confirming the animation settings, a client pops up asking for the name of the movie and the location

where it should be saved. Make sure to save the movie in .AVI format. Repeat this process for every channel

until all channels are done. Note that this is a laborious task and it may take a while before the videos are

rendered. After this step is completed, make sure to use a tool to convert the .AVI movie to .MP4, .Ogg or

.WebM format since these formats can be played natively in HTML5 [45]. An easy way to solve this problem

is to use a freely available tool, such as Windows Movie Maker. Another benefit of using Windows Movie Maker

is that it is also properly suited to provide a text watermark to a video [48]. A downside to using Windows

Movie Maker is that it is only available for the Windows platform. In this thesis, Windows Movie Maker 2012

will be used for the conversion and branding of the movie.

In summary, the following steps require a recent version of Windows Movie Maker and the video (.AVI) that

has been rendered by Huygens Essential. Open Windows Movie Maker and select Start→Add videos and photos

to add the video to the program, as shown in Figure 4.9.
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Figure 4.9: Adding a video to Windows Movie Maker.

Once the video is added to the program, select Start→Add Caption to provide the video with a text watermark.

Select a desired font family, font size and font color. It is recommended to use a small font size so that a

small portion of the screen is occupied. It is also recommended to set the font colour to white which improves

readability due to its contrast with the video’s colours. When this is done, click on the text field that is on the

video, change the text to “Universiteit Leiden” and then drag the text field to the bottom right corner. The

result of this process can be seen in Figure 4.10 below.

Figure 4.10: Adding a text watermark to the video in Windows Movie Maker.
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After adding the text watermark to the video, make sure to select Project→Standard (4:3) (or Widescreen 16:9)

to retain the initial aspect ratio, as shown in Figure 4.11 below.

Figure 4.11: Changing the aspect ratio to 4:3 in Windows Movie Maker.

When all these steps are completed, it is time to render the video. Select Movie maker→Save movie→For

Computer (as illustrated in Figure 4.12), and make sure to save the video as MPEG-4/H.264. The video is now

provided with a text watermark and can be played natively in a web browser that supports HTML5.

Figure 4.12: Exporting the file to the correct format in Windows Movie Maker.
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To summarize the steps in this section: make sure the keyframes in Table 4.1 are added to the storyboard in

Huygens Essential before stretching the video and exporting it in .AVI format to a local directory.

Keyframe Twist Zoom Tilt
1 360 deg 1.00 70 deg
2 180 deg 1.00 70 deg
3 0 deg 1.00 70 deg
4 0 deg 1.00 0 deg

Table 4.1: The keyframes that have to be added to the storyboard in Huygens Essential’s movie maker.

The file then needs to be converted to a suitable format for playability purposes. Use Windows Movie Maker

to provide the video with a text watermark and make sure to save the file as MPEG-4/H.264. The video is

now ready to be played natively in an HTML5-supported web browser.

4.2 Storing and retrieving biological videos and images

This section concerns itself with the storage and retrieval of the videos that have been constructed from

biological data (gene products) in section 4.1. This section will also briefly go into HTML5-based visualization

of 3D images. This means that the current database has to be extended with a multimedia section that also

retains the annotative properties for clarity and retrieval purposes. The intention is to portray the videos in

the GEMS browser, which is driven by the GEMS database. The data in the GEMS database are described

using gene and spatial information, which are derived from GO and DAOZ respectively. Since the videos are

based on gene products, they can be annotated using terms from GO [3].

Server-side

One approach to storing and retrieving the produced videos is by storing the videos separately in a local

folder on the server to ensure that they are independent from the database and the server’s retrieval mecha-

nisms [43].

Additionally, a database table will have to be constructed that contains all the important attributes regarding

the videos. Considering the nature of the videos and their methods of retrieval, it is important that the

table contains a unique ID and all relevant annotative information. Since the annotation is based on GO, the

database can be searched on the relevant gene symbol or the gene name. Aside from the annotation, metadata

attributes should also be included for completeness and retrieval purposes [43]. Relevant metadata attributes

for the constructed biological videos are file size, file type, video height, video width and location (path to

the stored file on the server). Adding a video to the local folder on the server means that the database table

also needs to be updated by providing a new table record. A concept of the database table can be found in

Table 4.2.



4.2. Storing and retrieving biological videos and images 27

video ID video name file type video height video width location gene name gene symbol

1 file.MP4 MP4 640 480 /srv/webapps-data/GEMSData/Videos/ fibroblast growth factor 8 fgf8

Table 4.2: The database table containing the attributes which are needed for the storage and retrieval of videos.

The database table contains all necessary information for retrieval. However, it should be normalized further

to reduce the difficulties of updating, deleting and inserting records. Database normalization is important

because it reduces database inconsistencies [34]. Normalization to 3NF can be achieved by identifying the

functional dependencies between the attributes in Table 4.2. The following functional dependencies are

identified:

1. {gene name, gene symbol}→{video ID}

2. {video ID}→{video name, file type, video height, video width, location}

Thus, the database table can be split into two tables to achieve a database design that is in 3NF [24]. The

first table table concerns itself with the identification of the videos based on their annotative information. A

concept of the gene annotation table can be found in Table 4.3 below. Not only will normalization provide

better oversight, it also contributes to a simple and scalable database design. Should the video collection, for

instance, be extended with videos that require different forms of annotation, then only the table containing

the annotative information will have to be updated, leaving the rest of the database intact.

video ID gene name gene symbol
1 fibroblast growth factor 8 fgf8

Table 4.3: The gene database containing the relevant annotative information for querying purposes.

In addition to the gene annotation table, there also needs to be a table that contains the metadata. A concept

of this metadata table can be found below in Table 4.4. Together with Table 4.3, these two tables form the

3NF equivalent of the database illustrated in Table 4.2.

video ID video name file type video height video width location
1 file.MP4 MP4 640 480 /srv/webapps-data/GEMSData/Videos/

Table 4.4: The database table containing the metadata that are needed to portray the videos natively in an HTML5-
supporter web browser.

When a user clicks on a hyperlink to view a video, a request is made and sent from the client-side to the

server, which prompts the server to consult the table containing the annotative information (i.e. Table 4.3) to

retrieve the correct video ID. The server will then use the video ID to query for the metadata in the metadata

table (i.e. Table 4.4). The metadata are then subsequently used for the visualization on the client-side. It is

worth noting that it is crucial that the entries in both tables correspond with each other, i.e. the video ID’s

from both tables match, otherwise the incorrect videos are retrieved by the server.
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Client-side

On the client-side, the videos are to be visualized in the GEMS browser on the bio-imaging website of the

IB research group at LIACS [18]. In the GEMS browser, one can search by gene symbol or per ‘cluster’,

i.e. searching by stage of development, functional system and/or location. This will prompt the server to

load thumbnails into the GEMS browser, which a user can click on to load a page containing more detailed

information [3].

The queries that are involved generating this more detailed page, should then be extended with queries that

retrieve all the relevant videos and metadata (video name, video height, video width and file type) that are

related to the discussed gene. The video and metadata can then be loaded in that web page using HTML5’s

native <video> tag. The general format of the <video> tag is as follows [45]:

<video width=”video width” height=”video height” c o n t r o l s>

<source s r c =”video name” type=” video/file type”>

</video>

It is possible that a user’s web browser does not support a certain file type (such as .MP4). It is therefore

recommended to store the Huygens video on the server in multiple formats (e.g. .MP4, .Ogg and .WebM)

and retrieve all of these using the <source> tag to further promote platform independence [45]. The “on the

fly” generation of these web pages can be done using JSP, which has already been discussed in chapter 3.

Currently, most of the videos on the bio-imaging web pages are available as separate download links [19, 21,

22]. It can be argued that the transition to native visualization in the web browser requires less effort on the

user’s end and should therefore be promoted.

HTML5 is also capable of visualizing 3D images of gene expression patterns in a web browser, because these

images are already stored in the GEMS database. This means that the database tables containing the images

are already constructed and that these images are already correctly annotated.

The images are stored in .JPG and .TIF format. HTML5 inherently supports the display of .JPG files with the

<img> tag. The general basic format of the <img> tag is as follows [44]:

<img s r c =”file name . jpg ”>

However, .TIF files have very limited web browser support [47] and have the tendency to be very large in file

size. Therefore it is highly recommended to convert all images to a supported format, such as JPG, before

visualizing these images in the GEMS browser. The conversion can be done by any image editor program

that can open .TIF files and store them as .JPG. One tool that is capable of performing this task is Pinta [28].
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Results and Discussion

This chapter concerns itself with providing and analyzing the answers to the research questions. This chapter

is divided in four sections. Section 5.1 and section 5.2 will answer the research sub-questions and section 5.3

will answer the main research question. Lastly, section 5.4 will discuss the main results and limitations of

this research.

5.1 Answering research sub-question 1

Research sub-question 1: What are the differences between server-based visualization of resources with Java3D and

server-based visualization of resources with HTML5?

Since HTML5 is an umbrella term for several client-side technologies [1], the server-side is almost identical

for both the Java-based platform and the HTML5-based platform. The main difference for the server-side

is that the Bio-Visualization web service needs to prepare the data differently for the HTML5-based platform

by parsing the Freeman chain code from the retrieved .PIX file directly into the generated .XML file. This is

important because Three.js cannot read .PIX files to interpret the Freeman chain code independently, a task

that Java3D is able to carry out.

As for the client-side, the main difference is the transition from running a Java3D-based application to running

an HTML5-based (mainly HTML, CSS and JavaScript) web page in the web browser to visualize the biological

model data. Another difference is that the HTML5-based web page can be run natively in any browser that

offers HTML5-support, which means that the HTML5-based web page requires no further installation of

software. In contrast, Java3D-based applications do require an installation of Java before any content can be

accessed which may result in compatibility issues.
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In addition, quality attributes have been used to evaluate the quality of both server architectures. The compar-

ison shows that the architectures do not differ wildly in quality since most of the quality attributes receive the

same assessment. The performance of the HTML5-based architecture is slightly lower than the Java3D-based

architecture because it incorporates an extra preprocessing stage at the server-side.

5.2 Answering research sub-question 2

Research sub-question 2: What needs to be done to ensure the availability of video and image resources in HTML5?

The videos can be made from gene products using Huygens Essential, which produces .AVI formatted files.

However, the HTML5 video player that is capable of running natively in the web browser does not support

this file extension. This means that the .AVI file has to be converted to a supported format (e.g. .MP4) using

a video editing tool such as Windows Movie Maker. Not only will it be able to convert the file to a proper

format, it can also provide the video with a watermark for the protection of intellectual property.

Using HTML5’s <video> tag requires additional knowledge of the video’s dimensions (height and width

in pixels) along with its file name and file extension. Consequently, this information has to be stored in a

database table that contains all the metadata. Additionally, the database must also contain a table that keeps

track of all the videos, their location on the server and their annotation (gene symbol and gene name). A

request for a video is essentially an annotation-based query sent to the server, which in turn returns the

relevant metadata that can be embedded into the web page using the <video> tag.

As for visualizing biological images, supported file types such as .JPG can be natively embedded using the

<img> tag. The only disadvantage is that the GEMS database consists of images that are not only stored as

.JPG, but also as .TIF, which is an unsupported file type for many web browsers. This means that the .TIF

files have to be converted using an appropriate image editing tool, such as Pinta.

5.3 Answering the main research question

Research question: In what way is it possible to keep biological image data available to third parties with the help of

up-to-date ICT-tools?

In order to keep biological data available to third parties, a dedicated server that hosts the interaction between

the databases and the HTML5-based web pages is required. The key is to build a dynamic server system with

clearly and transparently constructed databases. This allows for easy annotation-based storage and retrieval.

Biological data have the tendency to require substantial preprocessing before the data can be visualized.
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The biological models require a parser (i.e. Xia’s parser) that embeds the Freeman chain code from the

acquired .PIX file into the .XML file that is delivered by the Bio-Visualization web service. The model can then

be visualized in the 3D Atlas of Zebrafish Development using a web page that makes use of Three.js and

HTML5 (i.e. Xia’s template).

Furthermore, biological images and videos can be visualized natively in the GEMS browser by using the <img>

and <video> tags respectively. However, these tags require supported file types. To this end, image and

video editing software (e.g. Pinta and Windows Movie Maker) are required to convert the images and videos

to supported file types (e.g. .JPG and .MP4). The videos and images are retrieved based on annotation. The

videos additionally require a metadata table in the GEMS database that contains the necessary attributes to

support the <video> tag.

5.4 Discussion and limitations

All in all, it is feasible to keep biological data such as images, 3D models and videos available using HTML5

and up-to-date ICT-tools. However, it does call for an efficient storage system and a scalable database design

to store the biological data, because the data have the tendency to be quite substantial in size. This method

also requires some preprocessing of the data in order for it to be suitable for HTML5-based visualization,

which may result in data loss and, by extension, loss of perceived quality [10].

The methodology that has been followed in this thesis is sufficient to provide an answer to the main research

question. Each type of biological data (images, videos and models) has its own methods of preprocessing,

storage, retrieval and visualization. Since the visualization of images has been natively supported by web

browsers for longer than the release of HTML5, it does not necessarily need its own research sub-question.

The biological models and videos, however, both required more research to determine what has to be done

at the preprocessing, storage and retrieval stages for native visualization in the web browser. Since this is

different for both types of data, it has been a good practice to separate the main research question into two

different sub-questions.

Regarding the limitations of this research, it is focused on how native visualization of biological data can be

accomplished. This means that the research scope is limited to understanding the capabilities of HTML5,

applying this understanding to biological data and evaluating the feasibility. This also means that this re-

search is not focused on how well the visualization can be done in HTML5 in terms of image, model and video

quality. It is also not clear which visualization techniques are preferred by end users.



Chapter 6

Conclusions and future work

Developing up-to-date methods to perform server-based visualization is important to ensure the availability

of biological data to third parties. This thesis shows how biological images, models and videos can be

visualized natively in the web browser using up-to-date techniques and the HTML5-platform.

Firstly, biological models can be made available in the 3D Atlas of Zebrafish Development using Three.js.

There exists a template (i.e. Xia’s template) that integrates section images and .XML data to visualize the

models natively in the web browser. However this can only be accomplished when the Bio-Visualization web

service first calls a parser (i.e. Xia’s parser) to integrate the contour information from the retrieved .PIX file

into the retrieved .XML file. This “enhanced” .XML file can then be used by the template to visualize the

biological models. This technique requires no installation of additional software (as opposed to the Java3D-

based technique), which leads to an improvement of platform independence. However, this technique does

require more computation on the server-side to prepare the models for native visualization.

Secondly, biological videos can be constructed from gene products using Huygens Essential. The software

produces an .AVI file, which must then be watermarked and converted to a file format that is natively

supported by HTML5’s <video> tag, such as the .MP4 format. The conversion and watermarking can be

accomplished using video editing software, such as Windows Movie Maker. The videos have to then be stored

on the server’s file system. In the database, tables need to be constructed that contain the videos’ metadata

and annotative information for storage and retrieval purposes. The biological videos can then be displayed

in the GEMS browser.

Lastly, biological images can also be made available in the GEMS browser using HTML5’s native <img> tag,

provided the images are converted to a supported file format, such as .JPG. This can be done by using image

editing software, such as Pinta.
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Future work

The next step is to further improve the server-based visualization by developing techniques to generate the

pages “on the fly” using JSP. Once this is finished, new methods need to be found to improve web browser

loading times. A recommendation is to find out whether it is possible to cache and/or preload information

to ensure a better interaction with the HTML5-based application.

Another recommendation is to evaluate the perceived quality of the images, models and videos that the HTML5-

based system delivers. This can be accomplished by comparing it to the perceived quality of the biological

data that the Java3D-based system delivers. It should also become clear which visualization method (Java3D

or HTML5) is preferred by the end user. In doing so, improved methods can be developed to ensure the

highest perceived quality of images, models and videos as possible.



Appendix A

Figure A.1: A model of the zebrafish (zf0048) visualized using the HTML5-based technique.
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Appendix B

Figure B.1: A model of the zebrafish (zf0324) visualized using the HTML5-based technique.
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Appendix C

Figure C.1: A model of the zebrafish (zf1124) visualized using the HTML5-based technique.
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Appendix D

Figure D.1: A model of the zebrafish (zf1524) visualized using the HTML5-based technique.
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Appendix E

Figure E.1: The new, HTML5-based server architecture.
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