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Abstract

A major airline recently acquired a new airplane: the Boeing 787.
To achieve more operational efficiency, this plane is flown by pilots al-
ready flying the Boeing 777. However, the airline wants to make sure
that this practice does not influence flight safety. This is done by ana-
lyzing the landings, which led to the following research question: does
mixed fleet flying of Boeing 777 and Boeing 787 airplanes influence
landing performance on Boeing 777 airplanes??

Previous research on machine learning and flight recorder data fo-
cused almost exclusively on detecting anomalies. We use machine
learning techniques on Boeing 777 flight recorder data to determine
if there is a difference in performance between mixed fleet flying pi-
lots and regular pilots, more specifically in the landing phase of the
flight. We used both features proposed by experts and automatically
constructed features.

Although our techniques were able to distinguish the two subtypes
of Boeing 777 airplanes as a proof of concept, a substantial difference in
pilot performance was not found in this data set using the techniques
presented in this research. These findings support the idea that mixed
fleet flying of Boeing 787 and Boeing 777 airplanes does not impact
pilot performance.
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1 Introduction

A major airline has recently acquired a new airplane: the Boeing 787-900
Dreamliner. The new airplane is to be operated by pilots that now fly the
Boeing 777-200ER and Boeing 777-300ER airplanes: a somewhat uncommon
practice called mixed fleet flying. In this section we first explain mixed fleet
flying and the differences between the Boeing 777 and Boeing 787 airplanes
in brief, and then discuss the airline’s safety practices. We then explain the
machine learning techniques to be used in this research, and conclude with
the research questions and expected results.

1.1 Mixed fleet flying

The airline decided to let part of the Boeing 777 flight crews operate the
Boeing 787 airplanes as well. As of June 2016, approximately 25% of the
Boeing 777 pilots are also trained to fly a Boeing 787. Mixed fleet flying
gives the airline a big advantage in terms of flexibility: on different days,
a different type of plane can be scheduled as needed for the demand. The
flight crew planning does not need to change, since pilots can fly either plane.

The main question that arises is: can a pilot that is used to flying a Boeing
777 sometimes fly a Boeing 787 instead, without consequences for their per-
formance? Even though the two types of airplanes have a very high degree
of commonality from a flight crews perspective, there are substantial differ-
ences [I]. In Figure [l the differences between some general items in both
cockpits are highlighted. These figures are used in the ‘differences handout’,
an internal document provided to mixed fleet flying pilots in training.
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Figure 1: A comparison of the Boeing 787 and Boeing 777 flight decks.

In addition to the change in cockpit display panels and the addition of a
head-up display, some other differences are noteworthy as well. The Boeing
787 has slightly smaller dimensions (1 meter shorter and 1 meter smaller)
than a Boeing 777-200ER, but is way smaller than a Boeing 777-300ER
(which is 11 meter longer and 5 meter wider).

Apart from these observable differences, several differences are only notice-
able when actually operating the aircraft. For example, while the engine
start procedure has to be executed manually in the Boeing 777, the only
way to start the Boeing 787’s engines is to use an autostart system. Other
specific system differences can be listed in a 60-page manual, which is quite
comprehensive: for comparison, the entire Boeing 787 FCOMH covers, with-
out amendments and additional bulletins, over 1700 pages.

As a result of the high degree of commonality, qualified Boeing 777 pilots can
be trained for flying the Boeing 787 in five days (a ‘type difference training’).
This is possible because, apart from the stated differences, the planes really
work in the same way: the two planes have similar cruise speeds, nearly
identical flight maneuvers, the same takeoff and landing technique and the
same autoland and non-precision approach procedures [3].

'Flight Crew Operations Manual



1.2 Flight safety

The airline’s mission is to offer reliability with a safe, efficient, service-
oriented operation with a proactive focus on sustainability. Safety and
efficiency are two parts of the mission that are relevant for this research:
efficiency in the Boeing 777 and Boeing 787 operations is partly achieved
through flexibility (as explained previously in Section .

The airline wants to guarantee safety by having an industry-leading risk and
performance-based Integrated Safety Management System (ISMS). This is
achieved through the identification of hazards, the analysis and mitigation
of risks, and promotion of safety awareness and safe behaviour throughout
the organisation [2].

This research is part of the analysis of risks: if, despite the commonality
of the two planes as discussed in Section [1.1] a substantial difference in
landing performance between regular pilots and mixed fleet flying pilots can
be detected in the Boeing 777 data, there could be safety risks involved in
mixed fleet flying that the airline had not foreseen. In that case, the airline
should take measures to reduce the exposure to these risks (risk mitigation).

The biggest part of a flight is done in autopilot mode. This can be considered
safe and, moreover, a difference between mixed fleet flying pilots and regular
pilots should not be present when a computer is flying the plane. Domain
experts expect to find the biggest differences between the groups of pilots
in the landing phase. This is why this research will focus on analyzing the
landing phase of the flights, more specifically from 200 feet above the ground
until the taxiing phase begins.

1.3 Machine learning: decision trees

As we explain in further detail in Section [3] it is not feasible to let domain
experts analyze the data manually due to the nature of the data (millions of
different measurements). Instead, we opt to use machine learning techniques
to determine whether there is a noticeable difference between the landing
performance of the two types of pilots or not. The way we use machine
learning is outlined in more detail in Section

The field of machine learning consists of many techniques, that typically fall
in one of two subcategories:



e Supervised learning: based on labeled examples, the algorithm induces
rules to predict the class of newly (unlabeled) presented examples.

e Unsupervised learning: examples are not labeled, and the algorithm
has to group the examples into, for example, clusters

For this research, we use a specific technique in the supervised learning cate-
gory: a decision tree. We choose to use decision trees for two major reasons:
first, they can handle large data sets well and second, they generate an easy
to interpret model, unlike other classifiers such as Support Vector Machines
or neural networks that operate more like a black box.

The generation of an easy to interpret model is a result of the way a decision
tree algorithm builds a classifier. Algorithms that construct decision trees
usually work top-down, by choosing a variable at each step that best splits
the set of items [I8]. The best split is usually determined by the informa-
tion gain, based on the concept of entropy from information theory. The
information gain of a node is calculated by substracting the weighted sum
of the entropy of the children from the parent’s entropy.

1.4 Research questions

As described in Section the main objective of this research is to deter-
mine whether or not the practice of flying two types of airplanes leads to
noticeably different landings. To guide this research, we defined the follow-
ing main research question:

Research question 1. Does mized fleet flying of Boeing 777 and Boeing
787 airplanes influence landing performance on Boeing 777 airplanes?

To answer this first research question we formulated two other, more specific,
research questions:

Research question 2. Is it possible to distinguish two different types of
pilots, by using machine learning techniques on complex and heterogeneous
data sets such as Boeing 777 flight recorder landing data?

Research question 3. If distinguishing two different types of pilots using
this information is possible, which features are the most informative?



1.5 Expected results

In the best scenario for the airline, no substantial differences are detectable
between the two types of pilots. This means that low-scoring evaluation
measures are favorable, since this would mean that no substantial differences
are present. We expect this to be the case, since the airplanes’ manufacturer
(Boeing) advertises the mixed fleet flying possibilities in its magazine [3].
In addition, if major negative influences were experienced during simulator
training, the airline probably would not have continued the mixed fleet flying
project.

However, if the machine learning algorithms would be performing quite well
(i.e., high evaluation measures), this would mean a difference actually is
present and the airline might want to reconsider its mixed fleet flying oper-
ations.

1.6 Structure of this thesis

In the remainder of this thesis, we first discuss related work in the field of
applying machine learning techniques to flight recorder data in Section
We then describe the data we used in this research and how the data set
was prepared for use in Section |3] Next, we provide an outline and in-depth
explanation of our approach in Section This is followed by discussing
the results of the experiments in Section We then discuss the results
and the implications for the airline in Section [(] We finish by answering
the research questions and explaining the contributions to flight safety, and
discuss further research that can be done in Section [7



2 Related work

Only limited scientific research has been done on the specific subject of this
thesis, namely applying machine learning to flight recorder data. The re-
search that has been done, was usually performed on relatively small data
sets and had a different goal: anomaly or outlier detection.

In a paper on aviation data mining, Pagels uses machine learning techniques
on a data set partly generated in a simulator to find patterns and anomalies
"that indicate potential incidents before they happen” [16]. This purpose
of Pagels’ research differs from our thesis, as explained further at the end
of this section. In addition, for Pagels’ research a simulator was used to get
data on what a ‘bad’ landing, with flaps up instead of down for example,
would look like. In this thesis, only real-life flight recorder data is used. No
noteworthy incidents occurred on the flights in our data set, apart from very
few hard landings.

Other research on anomaly detection done by Das et al. was based on a big
real-life flight recorder data set (> 25000 landings). This study shows that
features based on symbolic dynamic filtering (SDF') can discover anomalies
in flight recorder data [6]. In addition, Li et al. used cluster analysis to
detect anomalies in flight recorder data [11].

However, this thesis does not concern finding anomalies in flight data: we
want to classify two groups of pilots (mixed fleet flying or ‘regular’), based
on their way of landing a Boeing 777. As far as we know, this is the first
attempt to automatically detect differences in landing behavior between two
groups of pilots.



3 Data

The data set we obtained from the airline contains about 800,000 rows and
35 columns. In this chapter, we explain how that data is collected and what
steps are needed to make the data suitable for use. This preprocessing is
done using the python module pandasﬂ Section explains how the data is
collected from airplanes. In Section a description of the data is provided.
Section [3.3explains the steps needed to prepare the data for further analysis
and how weather data was added to the data set.

3.1 Collection of airplane data

When an airplane is in operation, a lot of values (such as altitude, head-
ing, speed and other mandatory parameters[4]) are recorded and saved to
both the Flight Data Recorder (FDR) and an optical disk (Quick Access
Recorder). When the airplane returns to the airline’s main airport, a ground
engineer takes the optical disk out of the airplane and stores it along with
other QARs. These are transported to flight operations personnel on a daily
basis. They copy all data to the airline’s databases. Some modern types of
aircraft are able to transfer the data via a wireless or cellular (3G / 4G) con-
nection. After transfer, a processing algorithm compares the values found
in the new data to preset values that are considered normal and if certain
values exceed the normal values (‘exceedance filtering’), one or more ex-
perts can decide to analyze what has caused the irregularity. Data of flights
that do not show irregularities are stored as well and can be retrieved when
needed.

3.2 Description of the airplane data

A data set of approximately 9,000 airplane landings was provided to us by
a major airline. The landings were made between July 28, 2015 and March
23, 2016 at 39 different airports all over the world. We used the measure-
ments made during each landing of all fifteen Boeing 777-200ER and all
eleven Boeing 777-300ER . airplanes operated by the airline, while the alti-
tude above ground was below 200 feet and the speed was above 30 knots.
This is the last phase of the landing procedure. We use the measurements
made until the point where the airplane begins taxiing.

Zhttp://pypi.python.org/pypi/pandas/
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For the purposes of this research, these variables can be divided into three
different categories:

(a) Those that tell something about the pilot’s way of landing (e.g., touch-
down distance, rate of descent, G-forces)

(b) Those that do influence how the plane lands, but do not tell something
about the pilot’s performance (e.g., airplane weight, flaps)

(c) Those that do not influence landings directly (e.g., date)

The table in Appendix 1 describes the different column names, their data
types and brief descriptions of the measurement.

3.3 Augmenting weather data

Every 30 minutes, weather stations at an airport generate a report describing
the local weather conditions. These weather reports are known as METARs:
Meteorological Aerodrome Reports. Typical METAR data contains infor-
mation about (for example) the temperature, wind speed, visibility, air pres-
sure and visibility. This data is used by pilots in their weather briefings.

A data set containing all METAR data for each flight’s destination at the
time of each landing was readily available from the airline. While construct-
ing this data set, the half-hour difference between two reports was accounted
for. If, for example, a plane lands at 12:15, the METARs from 12:00 and
12:30 are averaged.

For use in this research, only the wind speed was found to be useful. Other
information like the visibility was only available for one-third of the landings,
and for only fifteen of the 9,000 landings, snow or ice was present on the
runway. We think this is not informative enough to include in the data
set. Measurements like the temperature and the barometric pressure do not
influence landing performance directly, so we decided not to include this
data either. As a result, only the wind speed was augmented to the data
set.



4 Approach and methods

In this chapter, we discuss the methods that we use for the experiments. To
perform the experiments, we use the Python modules scikit—learnl—f] [17]
and inspyrecﬂ We first provide a brief outline of the approach. Then, we
discuss using aggregate values and the difficulties of working with imbal-
anced data. We conclude with an explanation regarding the two methods
used to determine what features to use and how the analysis was performed.

4.1 Aggregate values instead of time series

For the classification algorithm we intend to use (a decision tree), we cannot
use the ‘raw’ time series as they are available in the data set since decision
trees do not support time series. Decision tree algorithms use one attribute
per node to make a split in the data set, which cannot be done on time series
by default. To solve this problem, we apply some standard aggregate value
operators like maximum, minimum, average, etc. on all airplane parameters
that the pilot can influence directly via manual input. These are (1) Con-
trol Column input, (2) Roll, (3) Pitch, (4) Vertical Speed, (5) Rudder Pedal
input and (6) Vertical acceleration.

This approach results in one row of features per landing, with a landing ID as
‘index column’ followed by several aggregate values. We combine six columns
with seven operators, yielding 42 aggregate values per landing. Applying a
set of operators to existing features is called feature construction [I3]. It
goes without saying that it is faster to calculate all combinations of features
and operators once and then test which combination performs best, rather
than calculating a set of aggregate values over and over. As will be described
in Section five domain experts first selected the features they expected
to be usable for identifying two types of pilots. In Section we explore a
more automated approach for selecting features.

4.2 Working with imbalanced data sets

Since only a relatively small number of pilots (about 1 in 4) working at the
airline is a mixed fleet flying pilot, the number of landings by mixed fleet
flying pilots and regular pilots is quite different. Approximately 6500 land-
ings were done by regular pilots, while approximately 2500 landings were

3http://scikit-learn.github.io/stable
“https://pypi.python.org/pypi/inspyred
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done by mixed fleet flying pilots. This imbalance can cause problems: since
classification algorithms tend to minimize error rates, most examples will
be classified as belonging to the majority group. This is comparable to a
biased roulette wheel: if 75% of the pockets on the wheel would be red, a
gambler will most likely bet on the ball falling into one of the red pockets,
rather than a black pocket.

However, this does not mean learning from imbalanced data sets is impos-
sible: some studies show that classifiers trained on imbalanced data sets
perform the same as other classifiers trained on a sample of the same data
set [B], [10]. In their paper on imbalanced data sets, He and Garcia discussed
multiple methods to work with imbalanced data [9]. Out of the discussed
methods by He and Garcia, we choose to use the undersampling method.
This means that some of the landings done by regular pilots are not used
for training the classifier.

To apply the undersampling method, we first determine the amount of land-
ings done by mixed fleet flying pilots, and then randomly sample the same
amount of landings from the landings done by regular pilots. Each time the
algorithm is executed, a different sample of landings made by non-mixed
fleet flying pilots is used. The resulting data set is shuffled. As a result, a
data set consisting of +2500 landings done by regular pilots and £2500 land-
ings done by mixed fleet flying pilots is used for training classifiers. Since
all landings done by mixed-fleet flying pilots are already used for inducing
the classifiers, no samples remain for testing the classifier. In order to avoid
over-fitting, we apply 10-fold cross validation.

4.3 Features based on experts’ knowledge

To determine which features are most suitable for classifying pilots according
to the experts, we interview five persons working at the airline’s Flight Safety
department. They are a mixed fleet flying pilot, a Boeing 747 pilot, a data
scientist, a flight data engineer and a safety investigator. They are presented
the columns available as seen in Appendix 1 and are asked what features
they thought were suitable to detect differences in landing performance. The
features that are named at least two times, and the results when using these
features are further discussed in Section [5.3.1]

10



4.4 Qutline of automatic feature construction

To run a classification algorithm, we need to select some features that are
used to build a classifier. We use two ways of obtaining these features: in-
terviewing experts (described earlier) and automatic feature construction.
This latter method is considerably more complex, and thus we provide a
brief overview before explaining this method in detail in Section

The outline of this approach can be explained as follows:

1. Calculate the required aggregate values

2. Select all (N) landings done by mixed fleet flying pilots and select N
landings done by non-mixed fleet flying pilots

3. Run a genetic algorithm that determines the best settings for the fea-
ture selection genetic algorithm

Step 1. Select and mutate a list of features
Step 2. Evaluate performance of feature selection genetic algorithm
Step 3. Tweak settings of the feature selection genetic algorithm

Step 4. Return to ‘Step 1’ unless fitness does not improve anymore

4. Return best set of features

4.5 Feature construction & genetic algorithms

In addition to the features proposed by domain experts, we want to test the
performance of other combinations of features as well. However, testing all
combinations of features would take too much time. Given the 42 aggregate
values per landing, and two choices per value (to use or not to use), there is
a total of 2*2, or approximately 4.4 trillion, combinations. It goes without
saying that exploring each combination of features is not feasible.

Since we already calculated each possible combination of values and opera-
tors as described in Section we now need to find the best combination
of features. Earlier research outlines the approach for this ‘constructive
induction’ as three components working together: (1) a machine learning
algorithm, (2) a constructive induction module, and (3) an evaluator [g].
Mierswa and Morik introduced the application of genetic algorithms for fea-
ture construction [I5]. In this research, we combine the classic approach

11



of combining values and operators with genetic algorithms. We use genetic
algorithms to determine the best subset of features. A short explanation of
genetic algorithms is provided below.

A genetic algorithm mimics the way evolution works in nature. More fit
individuals in a population have a higher chance of surviving and repro-
duction, while less fit individuals tend to die earlier and, as a result, they
will become extinct at some point. Each generation, some individuals are
selected to form a new generation. This selection is based on the fitness of
the individuals.

The fitness of a certain combination of features is calculated by a so-called
fitness function, which is designed by the programmer. After selecting the
parents, new offspring is generated using crossover and mutation methods.
This cycle of selection and reproduction continues until a stopping point, or
termination criterion, is reached. Individuals are expressed as a bit string of
42 bits: one bit for each possible feature as constructed in Section [£.I} An
example bit string is: [0, 0, 1, ..., 0, 1]. A 0 on index N means the
Nth feature is not used, while a 1 would mean the feature is used.

The ways in which individuals are selected, crossed over and mutated are not
fixed. The available options for selection, crossover and mutation and the
parameters for each method (e.g., population size and crossover probability)
are all customizable. To be certain that the selected options for the genetic
algorithm yield the best results and the choices made by the programmer do
not pose a bottleneck, we use a recipe from the inspyred 1ibraryE| that de-
termines the best options and parameters: this is called meta-evolutionary
computation [7]. This is done by trying each combination of settings (e.g.,
different variators) and varying the parameters (e.g., mutation rate, popu-
lation size) each run until the fitness does not increase anymore.

This influences the computation time greatly, since the genetic algorithm is
not executed once, but up to tens of thousands of times. In addition, each
time the genetic algorithm to determine the features is executed the clas-
sification algorithm is ran thousands of times as well. A standard desktop
computer needed just over 60 hours to complete 100,000 evaluations.

In short, a meta-evolutionary computation program determines the best se-
lector, operators, parameters, etc., instead of having a human being doing so.

Shttp://pythonhosted.org/inspyred/recipes.html
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The evaluation function used in this meta-evolutionary algorithm determines
what features the specified individual has selected (denoted by a 1 in the bit
string) and runs a decision tree classifier using the list of selected features.
The accuracy of the classifier determines the biggest part of the fitness but,
since we want to use as little features as possible to avoid the “curse of di-
mensionality”, a penalty of 0.005 percentage points is applied for each used
feature.

After the meta-evolutionary computing algorithm is finished, both the in-
dividual yielding the best fitness and the settings/parameters combination
used to generate this individual are returned. The proof-of-concept for this
approach is discussed in Section [5.2] and actual results of this approach in
identifying mixed-fleet flying pilots are outlined in Section [5.3.2

4.6 Combining feature construction & expert knowledge

After evaluating both the automatically constructed features and those pro-
posed by domain experts, we combined both lists of features in order to find
which features were the most informative. To determine this, we used three
lists of features: (1) the list of features chosen by domain experts, (2) the
features selected by the genetic algorithm and (3) a combination of list 1
and 2 (without duplicates). We first determined the accuracy of a decision
tree using all features (baseline) and then reran the classification algorithm
with one feature left out. The difference in accuracy was calculated, and
the feature giving the least loss was removed. This was done recursively,
removing one feature in each iteration. The results of this approach are
discussed in Section [(.3.3

13



5 Experiments

In this chapter, we discuss the outcome of the experiments as described in
Section 4l First, we explain the performance measures that are used to de-
termine the quality of a classifier. Next, we compare the performance of
features chosen by experts with the features that were automatically con-
structed. We then combine these features and determine the most infor-
mative features, i.e. the features that influence the accuracy the most. We
conclude this chapter with a month-by-month comparison of evaluation mea-
sures, to make sure there was no difference in the first months of flying the
Boeing 787 either, since this possible difference might have disappeared later
on.

5.1 Evaluation measures

To compare the two approaches explained in the previous chapter, we use
five evaluation measures: accuracy, precision, recall, F-measure and the
area under the ROC curve (AUC). We briefly explain these features in this
section. These values are derived from the confusion matrix. The confusion
matrix (Figure [2)) consists of the following values:

e TP: True Positive (pilot correctly identified as 777 & 787-pilot)
e TN: True Negative (pilot correctly identified as only 777-pilot)

e FP: False Positive (777-pilot identified as flying 777 & 787)

e FN: False Negative (777 & 787-pilot identified as only flying 777)

Predicted Predicted
Mixed Fleet Regular
Actual True Positive | False Negative
Mixed Fleet (TP) (FN)
Actual False Positive | True Negative
Regular (FP) (TN)

Figure 2: A Confusion Matrix

14



With these values, we can compute at least five measures that give an indi-
cation of the quality of the model. We use the following measurements to
compare the different combinations of features (those chosen by experts and
those that were automatically constructed).

TP+ TN
TP+TN+ FP+FN

e Accuracy =

Quantifies the total percentage of correct classifications.

TP
TP+ FP

e Precision =

Indicates the proportion of pilots that are mixed-fleet flying pilots,
among all pilots who were classified as 'mixed-fleet flying pilot’.

TP

|
o Recall = 75=75

Indicates the proportion of all mixed-fleet flying pilots that were clas-
sified as 'mixed-fleet flying pilot’.

precision * recall
o F-measure = 2 %

precision + recall

The F-measure is the harmonic mean of the precision and recall.

e AUC: The ROC plots the true positive rate against the false positive
rate. The area under the curve is a measurement for the usefulness
of the classifier: a score of 1.0 means a classifier can be considered
perfect, while scores near 0.5 mean the classifier performs as bad as
flipping a coin.

5.2 Airplane classification

To make sure our proposed method works, we first try to classify the type
of airplane. As explained in the introduction, the airline that supplied the
data has two types of Boeing 777 airplanes: the Boeing 777-200ER and the
Boeing 777-300ER. The Boeing 777-300ER is 34 feet (10 meters) longer than
the Boeing 777-200ER and it weighs 119.000 pounds (54.000 kg) more. We
expect that this difference in airplane characteristics is visible in the landing
data.

15



The amount of landings made with both types of planes is more balanced
than the amount of landings by mixed / non-mixed pilots, so under-sampling
data is not needed for this experiment (there were 5300 landings with a Boe-
ing 777-200ER, and 3600 landings with a Boeing 777-300ER).

The meta-evolutionary computing algorithm returned the following param-
eters for determining the best features to classify an airplane type:

Parameter Value

Population size 64

Selector Default selection
Replacer Steady state replacement
Crossover N-point crossover
Mutator Gaussian mutation

Crossover rate

# crossover points
Gaussian st. dev.
Mutation rate

0.62
4

0.96
0.03

Table 1: Genetic algorithm parameters for airplane type classification

With these parameters, the following features are determined to be best for

classifying the type of airplane:

e Maximum control input
e Minimum control input
e Sum of the control input

e Minimum vertical speed

e Standard deviation of the ver-

tical speed

e Sum of the vertical speed

e Minimum pitch angle

Medium pitch angle

e Minimum vertical acceleration

Average vertical acceleration

Sum of the vertical acceleration

e Maximum roll

e Highest absolute value of the

vertical speed

Standard deviation of the roll
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The classifier (decision tree) using these features returns the following eval-

uation measures:

Accuracy 88.15%

Score class 772’ | Score class "773’
Precision 0.903 0.852
Recall 0.893 0.866
F-measure 0.898 0.859
AUC 0.889 0.889

Table 2: Evaluation measures for airplane type classification

5.3 Pilot classification

As mentioned before, the goal of this research is to determine whether or not
mixed fleet flying pilots and ‘regular’ pilots are distinguishable by applying
machine learning techniques to data from the Flight Data Recorder. To do
so, we first asked five experts what features they assumed to be useful to
classify the two types of pilots. After building a model using these features,
we also try an automatic feature construction algorithm as explained in
Section

5.3.1 Based on domain knowledge

As explained in Section we interviewed five experts to determine what
features they think are the most promising for classifying two kinds of pilots.
The following features were chosen by more than two experts:

e Maximum pitch angle

e Minimum pitch angle

e Maximum roll

e Maximum vertical speed
e Maximum rudder

e Maximum vertical acceleration

Another proposed feature is the so-called ‘flare altitude’. When a plane is
very close to touchdown, the pilot pulls the nose up: this is called flaring.
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In a Boeing 777, this should be about 60 feet above the runway. However,
since the Boeing 777 airplanes tend to approach the runway in a slightly
steeper angle, pilots have to flare earlier than in a Boeing 787: this results
in a higher flare altitude. In a Boeing 787 a pilot can flare a bit later, which
results in a lower flare altitude. It is suspected that when pilots have flown
in a Boeing 787 as well, their flare altitude can become slightly lower than
non-mixed fleet flying pilots.

We tested the performance of the decision tree classification algorithm on
the proposed list of features, including the flare altitude. The returned
evaluation measures are shown in Table [3}

Accuracy 55.68%

Score regular | Score MFF
Precision 0.554 0.560
Recall 0.581 0.532
F-measure 0.567 0.546
AUC 0.534 0.556

Table 3: Evaluation measures for pilot classification, based on domain
knowledge
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5.3.2 Based on automatically constructed features

The meta-evolutionary computing algorithm returned the following param-
eters for determining the best features to identify a mixed fleet flying pilot:

Parameter Value

Population size 5

Selector Tournament selection
Replacer Default replacement
Crossover Heuristic crossover
Mutator Gaussian mutation
# Selected 5

Tournament size | 5

Gaussian st. dev. | 0.27

Crossover rate 0.71

Mutation rate 0.31

Table 4: Genetic algorithm parameters for pilot classification

The feature set with the highest fitness consisted of the following features:

Max. control column input
Sum of vertical speed

Median vertical speed
Maximum pitch

Sum of pitch

Median pitch

Highest absolute value of pitch
Maximum vertical acceleration
Minimum vertical acceleration
Average vertical acceleration
Median vertical acceleration

Minimum roll
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Using these features for our classifier, the evaluation measures were as fol-

lows:
Accuracy 58.12%
Score regular | Score MFF
Precision 0.554 0.663
Recall 0.832 0.331
F-measure 0.665 0.441
AUC 0.601 0.601

Table 5: Evaluation measures for pilot classification using automatic
feature construction

5.3.3 Combining features

Now that we have found two sets of features, we want to combine them and
find the most informative features as described in Section[4.6l The results of
finding the best features for automatic construction are described in Table[6]
the results for finding the best features of those proposed by the experts are
described in Table [7, and the results of the best features of the combined
feature sets are described in Table 8l The A value shows the increase or
decrease in accuracy caused by removing this feature from the data set, with
respect to the previous set of features. For the first line, this is the difference
between the feature set with the first item removed versus the baseline (the
complete feature set).

SPercentage points
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Baseline 57.11%

Least-loss features New accuracy | A w.r.t. previous set
1. Pitch sum 57.37% +0.26 p.pﬁ
2. Roll min 57.64% +0.27 p.p.
3. Pitch highest absolute 57.61% —0.03 p.p.
4. Pitch max 57.63% +0.02 p.p.
5. Vert. acc. median 58.10% +0.47 p.p.
6. Vert. acc. max 57.50% —0.60 p.p.
7. Vert. acc. min 56.89% —0.61 p.p.
8. Control column max 58.42% +1.53 p.p.
9. Pitch median 57.10% —1.32 p.p.
10. Vert. acc. average 57.97% +0.87 p.p.
11. Vert. speed median 61.79% +3.82 p.p.

Table 6: Best features selected from the features proposed by automatic
feature construction

Baseline 54.63%

Least-loss features New accuracy | A w.r.t. previous set
1. Pitch min 54.28% —0.35 p.p.

2. Vert. speed max 54.50% +0.22 p.p.

3. Flare altitude 55.71% +1.21 p.p.

4. Roll max 54.86% —0.85 p.p.

5. Vert. acc. max 56.07% +1.21 p.p.

6. Rudder pedal max 60.58% +4.51 p.p.

Table 7: Best features selected from the features proposed by experts
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Baseline 57.17%
Least-loss features New accuracy | A w.r.t. previous set
1. Vert. speed max 57.44% +0.27 p.p.
2. Pitch max 57.88% +0.44 p.p.
3. Vert. acc. min 57.23% —0.65 p.p.
4. Vert. acc. median 57.51% +0.28 p.p.
5. Pitch min 58.16% +0.65 p.p.
6. Pitch highest absolute 57.71% —0.45 p.p.
7. Pitch sum 57.15% —0.56 p.p.
8. Flare altitude 57.69% +0.64 p.p.
9. Vert. acc. average 57.64% —0.05 p.p.
10. Rudder pedal max 57.41% —0.27 p.p.
11. Roll min 57.44% +0.03 p.p.
12. Vert. speed median 56.82% —0.62 p.p.
13. Vert. acc. max 57.06% +0.24 p.p.
14. Roll max 56.60% —0.46 p.p.
15. Control column max 58.75% +2.15 p.p.
16. Pitch median 61.79% +3.04 p.p.

Table 8: Best features selected from the combination of both feature sets

Month Accuracy | A average | o

July 55.81 -0.65 —1.29
August 56.82 +0.36 +0.72
September | 56.07 -0.39 —0.77
October 57.24 +0.78 +1.55
November | 56.46 0 0

December | 57.05 +0.59 +1.17
January 56.45 -0.01 —0.03
February 56.57 +0.10 +0.21
March 55.68 -0.78 —1.55

Table 9: Accuracies, difference with the average and the amount of
standard deviations from the average.
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5.3.4 Classification per month

Boeing 787 simulator training began in July, and the airline started oper-
ating the Boeing 787 in November. Since our data set spans the period
between July and March, there might be a possibility that due to habitua-
tion, a difference that was present between the two groups of pilots in the
first few months, disappeared later on. To check this, we ran the classifica-
tion algorithm on a data set for each month separately.

If the classifier accuracy is higher, a greater difference between the two
groups of pilots is present since the classifier’s distinguishing abilities have
improved. For each month, a new set of features to use was determined
using automatic feature construction. The resulting average accuracy was
56.46% and the standard deviation of the accuracies was 0.506. Further
results are described in Table [ and Table 10l

In addition to the algorithm evaluation measures, we observed the features
that were selected by the genetic algorithm. The most-used (used in more
than half of the months) features and the months they were used for are
listed in Table A double line is placed between October and November
to indicate the start of actual operation of the Boeing 787 in November.

Feature Jul | Aug | Sep | Oct || Nov | Dec | Jan | Feb | Mar
Pitch Max X X X X X X
Vert. Acc. Absﬂ X X X X X X
Roll Abs X X X X X
Roll Med X X | X X [ X
Vert. Acc. Sum X X X X X
Pitch Sum X X X X X

Table 10: The most-used features and the months they were used in

"Highest absolute value
8Median value

23



6 Discussion

In this section, we discuss what the outcomes of the classification algorithms
imply for the mixed fleet flying project. We first briefly discuss the results
of the experiments, and then provide an interpretation by domain experts
on the set of automatically constructed features.

6.1 Analysis of the results

While our method is proven to be successful for classifying the type of air-
plane as shown by the relatively high evaluation measures presented in Sec-
tion it is not able to classify the two groups of pilots accurately. As
shown in Table [3| and Table |5 most evaluation measures have values be-
tween 0.50 and 0.60. Scores in that range are not nearly enough to say there
is a substantial difference between the two groups of pilots: it is only slightly
better than a coin flip.

To compare the results in more detail, we present the scores of both classifi-
cation methods (using features based on expert knowledge and automatically
constructed features) next to each other in Table The best scores for
each class (regular or mixed fleet) are displayed in bold.

Feature set Domain knowledge Automatic construction
Accuracy 55.68% 58.12%

Score regular | Score MFF | Score regular | Score MFF
Precision 0.554 0.560 0.554 0.663
Recall 0.581 0.532 0.832 0.331
F-measure 0.567 0.546 0.665 0.441
AUC 0.534 0.556 0.601 0.601

Table 11: Side-by-side comparison of the evaluation measures for pilot
classification.
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It is worth mentioning that for detecting mixed fleet flying pilots, the fea-
tures proposed by the domain experts have a higher precision and recall
than the automatically constructed features. For the classification of reg-
ular pilots, however, the automatically constructed features had a better
recall than the features proposed by the experts.

The high precision of the automatically constructed features means that it
returned more relevant results than irrelevant results when classifying mixed
fleet flying pilots. For classifying regular pilots both feature sets yielded the
exact same precision, so the amount of relevant cases was the same.

When comparing the values for recall, the opposite is true. The automat-
ically constructed feature set has a much higher score for returning regular
pilots than for mixed fleet flying pilots. This means that when classifying
regular pilots, most of the relevant cases are returned while this was not the
case when classifying mixed fleet flying pilots.

The differences between precision and recall are higher in the automatic
feature construction set than in the domain knowledge feature set. The F-
measure is a combination of precision and recall, used to judge the trade-off
between them. The high F-measure for classifying regular pilots with the
automatically constructed features shows that a classifier built with this set
of features does not miss a lot of the regular pilots. The automatically con-
structed feature set does, however, miss a lot of mixed fleet flying pilots.
Since the difference in F-measures is smaller in the feature set proposed by
the domain experts, the trade-off between precision and recall is more bal-
anced there.

The last measure used is the AUC. The area under the curve is 0.601 for
both types of pilots when using the automatically constructed features. This
result can be regarded as poor (> 0.60), while the even lower AUC for the
feature set based on domain knowledge can be regarded as a ‘fail’ (< 0.60).

6.2 Most informative features

Despite the not very strong performance of the decision tree algorithm using
our features, it is good to know the features that influence the classification
of pilots the most: these can be seen as the most informative features for
classifying the type of pilot. Knowing this allows the airline to let instruc-
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tors pay specific attention to these details when training new mixed fleet
flying pilots. Suppose the airplane’s roll is a very distinctive factor due to
high roll values in mixed fleet flying pilots’ landing performance. When in-
structors know that pilots tend to let the airplane roll more when landing a
Boeing 777, they can incorporate a warning for this behavior into the type
difference training.

As described in Section [4.6], we combine both lists of features and test which
features are influence the accuracy of the decision tree the most. The re-
sults of this experiment are shown in Table [§| Two features that influence
performance the most, and thus are removed last, are the maximum control
column input and the median pitch angle. An expert’s opinion (mixed fleet
flying pilot) on these observations is discussed in Section

A noteworthy result of removing features is that removing the last feature
in the list leads to a big increase in accuracy (+3 to +4.5 p.p.). We are
not completely sure what causes this increase, but we expect that this is a
result of the greedy approach of the decision tree algorithm. Initially, the
algorithm can make a lot of splits on lots of variables and does so in a greedy
way (the local optimum). When fewer features are available, this might lead
to the algorithm splitting on other features, yielding higher accuracy.

6.3 Per-month classification results

In Table [0, we described the results when splitting the data set into one
data set for each month and then running a decision tree algorithm on the
data set. In Table the features selected by the genetic algorithm for each
month’s data set were presented.

A notable observation is that for the months July to October, when the
Boeing 787 was not yet in operation, the genetic algorithm seldom chose
to use the highest absolute and median ‘Roll’ values. However, as soon as
the Boeing 787 came into operation, the highest absolute value of the roll
became a feature that was selected in each month, while the median roll
value was only left out once.

We suppose that the sudden usage of this feature is due to the fact that the
Boeing 787 rolls slightly less than the Boeing 777 when turning the control
column the same amount. An expert interpretation on this is provided in
the next section.
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As for the evaluation measures as described in Table [9] classification accu-
racy differed a lot between months. Major differences with the average score
were visible in October (41.550) and March (—1.550). However, we cannot
explain what has caused these differences. Similar chosen features and score
differences were returned when running the per-month analysis once more.

6.4 Interpretation by a domain expert

We asked a mixed fleet flying pilot (Captain) what could make the roll values
apparently more standing out after the beginning of Boeing 787 operations.
Since the pilot has experience on both planes (3,000 flying hours on the
Boeing 777 and 11,000 in total), he can be considered an experienced pilot.

The pilot explained that there is a difference in the fly-by-wire system (con-
trol laws) between both planes. While a Boeing 777 reacts to a pilot steering
left and then immediately right by moving the airplane left and immediately
right (leading to a more or less shaking airplane), the Boeing 787 fly-by-wire
system neutralizes such quick inputs.

The pilot expects pilots to use the control column more when landing a
Boeing 777 than when landing a Boeing 787. Fewer control input should
lead to less roll. If this hypothesis is true, the algorithm might be able to
detect a non-mixed fleet flying pilot based on higher absolute roll values.
Unfortunately, we cannot test whether pilots use the control column on a
Boeing 787 more than on a Boeing 777 or not, since we only have a data set
containing Boeing 777 landing data.

The apparent difference in maximum pitch could not be explained by the
pilot based on the control laws.

27



7 Conclusions

Now that we have described the results of the experiments and discussed
these in detail, we can answer the research question. By answering the
research questions, we have made some contributions to flight safety: both
specifically for the airline’s mixed fleet flying project and more in general
on detecting differences in pilot behavior based on flight recorder data. Of
course, research on this subject is not yet finished, thus we conclude by
discussing possible future work.

7.1 Answers to the research questions

For clarity, we repeat the original research questions as described in Sec-
tion immediately followed by an answer to the question based on our
experiments, results and discussion.

Research question 1. Does flying a Boeing 787 (in addition to a Boeing
777) influence landing performance when flying a Boeing 7777

The influence of flying a Boeing 787 on Boeing 777 flying (more specif-
ically: landing) performance is, apparently, very limited. Our classifi-
cation algorithm could hardly distinguish the two types of pilots, with
scores below 0.60 or below 60%. As such, we can say that based on
this data and experiments, flying a Boeing 787 in addition to a Boeing
777 does not influence landing performance on a Boeing 777.

Research question 2. Is it possible to distinguish two different types of
pilots, by using machine learning techniques on complex and heterogeneous
data sets such as flight recorder data from landings with a Boeing 7777

To a certain extent, machine learning techniques (in this case, a deci-
sion tree) are able to distinguish two types of pilots. The evaluation
measures, however, were not convincing. Since some pilots were cor-
rectly classified as being a mixed fleet flying pilot, we can still say that
it is possible to distinguish two types of pilots, just not very accurately.
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Research question 3. If distinguishing two different types of pilots using
this information is possible, which features are the most informative?

Based on the results as presented Table [§ and Table [I0] and further
discussed in Section [6.4] we can conclude that the most informative
features are the maximum pitch, the highest absolute roll and the
maximum vertical acceleration.

7.2 Contributions to flight safety

As for the general contributions to flight safety, this is the first time — to our
knowledge — that flight recorder data is used to detect differences between
two groups of pilots. The same methods can potentially be used to identify
the effect of, for example, additional trainings. The only thing that needs
to be done, is to label each pilots’ landing with a 0 or a 1, depending on
whether or not the pilot has participated in the training. The algorithm
will classify each pilot, and if the effect of the training is high enough to
be detectable (high evaluation measures), one can say that the training has
altered pilot behavior substantially.

More specifically for the airline’s safety mission, we have shown that (based
on the provided data and used methods) the effect of mixed fleet flying on
landing a Boeing 777 is negligible. As such, no additional measures should
have to be taken, at least when looking at the data set and experiments
used in this research.

Due to the nature of the deliverables to the airline, the experiments can be
repeated using newer data sets each month. When the algorithm evaluation
measures suddenly rise, there might be a growing difference in mixed fleet
flying pilots’ performance.
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7.3 Future work

In this research, we used aggregate values to build decision trees. In fur-
ther research, the complete time series can be used to detect differences
between pilots. There are multiple ways to do this, one of which is to use
the Symbolic Aggregate approXimation (SAX) method as proposed by Lin
and Keogh [12]. Other ways for applying machine learning to time series
data are available as well, of course.

The parameters for our decision tree classifier were the default parameters
as selected by scikit-learn. In future work, these parameters can be opti-
mized to achieve higher scoring classifiers. Other future work might concern
using completely different classification or clustering algorithms, like Sup-
port Vector Machines or Multiple Kernel Anomaly Detection [6]. Although
we do not know the performance of our decision tree classifier when com-
pared with other methods, a comparison might be interesting.

In addition, data that includes the ‘on final approach’ phase can be used as
well. Some pilots start flying manually from approximately six miles from
the runway (usually on an altitude of £2000 ft), and behavior in this phase
might prove to be useful as well.

Another way in which mixed fleet flying could influence a pilot’s perfor-
mance, is during non-regular situations. The effect of mixed fleet flying on
dealing with incidents can be tested in a simulator, by comparing the way
a regular pilot handles an incident in a Boeing 777 with a mixed fleet flying
pilot handling the same incident. The same approach as presented in this
thesis can be used for this.
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9 Appendix 1: Measurements used

As mentioned in Section the columns in the data set are explained
in this appendix. Each column name is mentioned, along with their data
types, units, a brief description and a category. The category letter is used
to indicate the effect of the concerned column on landing and means the
following:

(a) Those that tell something about the pilot’s way of landing (e.g., touch-
down distance, rate of descent, G-forces)

(b) Those that do influence how the plane lands, but do not tell something
about the pilot’s performance (e.g., airplane weight, flaps)

(¢) Those that do not influence landings directly (e.g., date)

The only column that is not labeled as explained above is the ‘Mixed fleet
flying pilot’ column: the purpose of this research was to determine whether
mixed fleet flying affects landing performance. Since this was not known in
advance, we labeled this column with a question mark.
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