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Abstract

Weighted finite automata are a generalization of finite automata. Whereas finite automata
can easily be determinized using the superset construction, determinization of weighted finite
automata makes for a significant challenge. There are even weighted finite automata that cannot
be determinized. In this thesis, we aim to provide a way to approximately determinize weighted
automata over a variety of different semirings. We will attempt to generalize a preexisting
algorithm that determinizes certain weighted automata over the tropical semiring.
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1 Introduction

As mentioned in the abstract, weighted finite automata are a generalization of finite automata.
Weighted automata find applications in various branches of scientific and scholarly research, and
they can be used to model a wide range of problems. They are used in computational linguistics
[MPRO5; KMO09], in image compression [AK09|, to analyze probabilistic systems [BGC09], and for
many other purposes.

A weighted automaton is defined over an alphabet ¥ and a semiring S. In a weighted finite automa-
ton, weights (elements of S) are assigned to each state and to each transition. Equivalently, when
going from the mathematical representation of finite automata to that of weighted finite automata,
subsets are replaced with S-weighted subsets. Thus, whereas a finite automaton computes a subset
of the set of words over a given alphabet, a weighted finite automaton computes a weighted subset
of words over a given alphabet.

Analogously to finite automata, any weighted automaton is either deterministic or nondeterministic.
However, whereas there is a well-known method for determinizing finite automata, determinizing
weighted finite automata is a non-trivial (and in some cases even impossible) task. In this thesis,
we aim to define a notion of approximate determinization for a broad range of weighted automata.
Furthermore, we aim to provide an algorithm to perform such approximate determinization and a
proof of the correctness and adequacy of said algorithm.

This thesis was written as part of the bachelor programs Computer Science and Mathematics, under
the supervision of Marcello Bonsangue (LIACS) and Peter Bruin (MI).



2 Definitions

In this section we will provide some standard definitions and results, mostly related to formal
languages and automata theory. Most of these definitions can be found in [DKV09], others have
been taken from or inspired by [AKL13] and [KMO5|.

2.1 Formal Languages

Definition 2.1. An alphabet ¥ is in itself nothing but a finite set!. We will refer to elements
o € ¥ of an alphabet ¥ as letters or symbols.

We use the term alphabet to signify that a set X is to be used to construct a formal language. The
lower case modern English alphabet {a,b,...,z} will feature in many examples, but {&, @, 9} is as
“valid” of an alphabet, as is any other finite set, regardless of whether it has a visual representation.

In the first example given above, “a” is a letter of the alphabet {a,b,...,z}. Given an alphabet X,
a word over Y is a finite sequence of elements of .. We will write € to denote the empty sequence
or the empty word, that is, the sequence/word that contains no elements/symbols.

Remark 2.2. We will often write a word (0;)1<i<n,0; € X of length n as 0102 - - - 0y, by concate-
nating its symbols. Extending this notation, for m € N we may write ¢ to denote m repetitions
of a symbol o, or (0109 - --7,)™ to denote the sequence o105 - - - o, repeated m times, and finally,
using this notation we have (o105 ---0,)? = ¢ for any word o109 - - - 0.

Definition 2.3. Given an alphabet Y, a formal language or language L over Y is a set of finite
words over Y.

These languages need not be assigned any particular orthography, grammar or meaning.

Example 2.4. If we again consider the alphabet X := {a,b,--- ,z}, then ) is the trivial empty
language over 3, and the set of all words over X is another language over X.

A couple of non-trivial languages are:

o Ly :={a"b™ | n,m € N} (the set of all words consisting of any number of “a”’s followed by
any number of “b”’s),

o Ly := {(ab)” | n € N} (the set of all words consisting of the sequence “ab” repeated any
number of times), and

o Ly :={a"b" | n € N} (the set of all words consisting of any number of “a”’s followed by an
equal number of “b”’s).

Remark 2.5. Any language L over an alphabet ¥ can be represented as a function f : ¥* — {0,1}
that maps any word in L onto 1 and any other word onto 0.

nfinite alphabets are possible but we will not consider them.



2.2 Monoids

Definition 2.6. A monoid (M,®,1) is a tuple of a set M, an associative binary operation ©® :
M x M — M and a neutral element 1 € M such that for all m € M we have 1OGm=m®1=m.

Thus, any group is trivially also a monoid? - the class of monoids is a strict superclass of the class
of groups. If the operation and neutral element are clear from the context, we may choose to leave
them unwritten, writing M instead of (M, ®,1).

As an example, (N, +,0), (Z,+,0), (N, x,1), (N\ {0}, x,1), (@, x,1), and (Q\ {0}, x,1) are all
monoids. Of these, only (Z,+,0) and (Q\ {0}, x, 1) are groups.

Note that the operation on a monoid can be trivially and canonically extended to operate on finite
lists of elements of the monoid, such that applying it to the empty list results in the neutral element.

Definition 2.7. A monoid (M, ®,1) is commutative if Vm,n € M,m ©n =n o m.

Commutative monoids are often written additively. All of the examples of monoids given beneath
Definition 2.6 are commutative. The monoid (R?*2, - Idz) is not commutative. Here R?*? is the set
of 2 x 2 matrices over R, - is matrix multiplication, and Ids is the 2 x 2 identity matrix over R.

Definition 2.8. Given any two monoids (M, ®as, 1p7) and (N, ®n, 1xy), a morphism from M to
N is a function h : M — N such that for all m,m’ € M we have h(m ©p m') = h(m) ©n h(m')
and h(1p7) = 1y. In other words, a monoid morphism from M to N is a function M — N that
preserves the monoid structure.

The next definition provides more examples of monoids that are not generally commutative.

Definition 2.9. Given any non-empty set X, the free monoid >* generated by X is the set of
all finite sequences over ¥, with concatenation as its operator and with the empty sequence as its
neutral element.

When ¥ is an alphabet, the free monoid ¥* is the set of all finite words over ¥ with an added
structure of concatenation. For any alphabet ¥ with at least two distinct letters, the free monoid
>* is a non-commutative monoid, since ab # ba.

Because ¥* is a free monoid, any function h : ¥ — M from an alphabet to a monoid (M,®,1)
uniquely induces a monoid morphism h# : ¥* — M; under this morphism we have h# () = 1 and
h# (o109 -+ 0,) = h(o1) ® h(o2) ® - -+ ® h(o,). We will often implicitly extend such a function h
and write h instead of h7.

Definition 2.10. A commutative monoid (M, ®,1) is cancellative if we have a ©c=b0 ¢ =
a=cforall a,b,ce M.

Note that all of the monoids mentioned underneath Definition 2.6 are cancellative. If (R, &, ®,0,1)
is an non-trivial ring, (R, ®, 1) is a non-cancellative monoid since any non-trivial ring contains two
distinct elements and since either of those elements multiplied by the ring’s zero is equal to zero.

2A monoid (M, ®, 1) is a group if and only if Ya € M there is a b € M such that a®@b=bO a = 1.



2.2.1 Ordered Monoids

Definition 2.11. A commutative monoid (M, +,0) together with a partial order < on M is called
an ordered monoid if < is preserved by addition, that is Va,b,c,d € M,(a <bAc<d) =
(a 4+ b) < (c+ d). When the inequality 0 < @ holds for all elements of an ordered monoid, it is
positively ordered, and when < is a total order, M together with < is called a totally ordered
monoid.

All of the examples of monoids given beneath Definition 2.6 can be equipped with the usual total
orders of the underlying sets, thus creating totally ordered monoids. Of these, only (N, +,0) and
(N'\ {0}, x,1) are positively ordered.

Note that in any cancellative totally ordered monoid, we can conclude a < b froma©c < b®c -
recall that the order of an ordered monoid is compatible with its operation, thus a > b would imply
that a ©® ¢ > b ® c. By applying the modus tollens we get our desired result.

Definition 2.12. The natural relation of a commutative monoid (M, ®,0) is the relation <
such that for any two elements a,b € M we have a < b if and only if there is a ¢ € M such that
a+c=b.

Definition 2.13. A commutative monoid (M, @, 0) together with its natural relation < is natu-
rally ordered if < is a partial order and if they, together, are an ordered monoid. We may then
refer to < as M’s natural order.

Note that whereas both (N, +,0) and (N\ {0}, x,1) are naturally ordered, the natural order on
(N, +,0) does correspond to the usual order on N whereas the natural order on (N\ {0}, x, 1) does
not. Furthermore, for any set X, the monoid (P(X),U, ) is a naturally ordered monoid ordered by
subset inclusion.

Finally, consider the case of a monoid consisting of a totally ordered set with a maximal element and
whose operation is the dyadic minimum with respect to the aforementioned order. Such a monoid
permits a natural order, but its natural order is the inverse of its original order.

Definition 2.14. The Grothendieck group of a commutative monoid (M, ®,0) is the group
(M x M,®2,(0,0))/ ~ where ~ is defined such that (a1,as) ~ (b1,bs) if and only if there is a
c € M for which a1 & by & ¢ = as & by @ ¢ and where @5 is pointwise addition.

The conventional constructions of the integers from the natural numbers and of the rationals from
the integers are instances of this construction. That is, the Grothendieck group of (Z>,+,0) is
isomorphic to (Z,+,0) and the Grothendieck group of (Z\ {0}, %, 1) is isomorphic to (Q, , 1).
The (perhaps unfamiliar) addend ¢ is required to ensure transitivity of ~ in the case of non-
cancellative monoids - since both the natural numbers and the non-negative reals are cancellative,
it may be left out in those instances of the construction.

Note that there is a canonical injective monoid morphism from any commutative monoid into its
Grothendieck group. Furthermore, note that the order of a totally ordered, commutative, cancella-
tive monoid induces a total order on its Grothendieck group G, and that this order is compatible
with the injection of M in G. This order is equivalent to the order on S x S defined such that
(a,b) < (¢,d) <= a+d<b+ec



2.3 Semirings

Definition 2.15. A semiring (5,®,©®,0,1) is a set S equipped with two binary operations @ :
(SxS)—= Sand ®: (S xS)— S such that:

(S,®,0) is a commutative monoid,

(S,®,1) is a monoid,

Va€e S,00a=a00=0,
o Va,b,ce S,a® (b®c)=(a®b)®(a®c),
e and Va,b,c€ S, (b®c)©a=((b0a) P (cO®a).
It is said to be finite if S is a finite set and commutative if (S, ®, 1) is a commutative monoid.

This is a “less strict” definition than the more familiar ring structure - any ring is trivially also a
semiring, but not every semiring is a ring. If the operations and neutral elements are clear from the
context, we may choose leave them unwritten, writing S instead of (S,®,®,0,1).

As an example, (N, +,-,0,1), (Q,+,-,0,1), (R>¢Uoo, min, +,00,0), and ({0, 1},0r,and,0,1) are all
semirings. Of these, (Q,+,,0,1) is the only ring.

Furthermore, in our texts the second (“multiplicative”) operation of a semiring generally has prece-
dence over the first (“additive”) operation of said semiring.

In this thesis we will frequently use the boolean semiring B = ({0,1},V,A,0,1) as well as the
tropical semiring T = (R>¢ U 0o, min, +, 00, 0).

Definition 2.16. Given a semiring (S,+,-,0,1), a subsemiring of S is a subset S’ C S that
contains 0, 1 and that is itself a semiring with the (restricted) operations of S as its operations.

Any subset S’ C S uniquely generates a subsemiring of S, this generated subsemiring is the closure
of §” under the operations of S. If the subsemirings generated by finite subsets S’ C S are all finite,
then S is called locally finite.

In order to prove that a given subset S’ C S is a subsemiring of (S,+,-,0,1), it suffices to show
that 0,1 € S’ and that S’ is closed under addition and multiplication, since the associativity,
commutativity and distributivity properties are directly inherited from S.

As an example, (N, +,-,0,1) is a sub-semiring of (Q, +,-,0, 1), but not of ((NU {co}, min, 4, 00, 0).

Definition 2.17. An element s # 0 of a semiring (S,®,®,0,1) is a zero-divisor if a factor
s’ € Sy exists such that we have s © s’ = 0. A semiring is zero-divisor-free if it contains no
zero-divisors.

None of the semirings provided under Definition 2.15 contain zero-divisors. The semiring (R?*2, +, -, 02%2,])
(where I is the 2 x 2 identity matrix) does however contain zero-divisors. We will more closely ex-
amine matrices in Section 2.5.

Note that if a semiring (S, ®,®,0,1) is multiplicatively cancellative (that is, the multiplicative
monoid (S'\ {0}, ®,1) is cancellative), it is zero-divisor-free.



Definition 2.18. A semiring (S, ®,®,0, 1) together with a partial order < on S is a partially
ordered semiring if both (S,®,0) and (S, ®,1) are partially ordered monoids. Then, @& and ®
are compatible with <. If this is the case and < is a total order, (S, ®, ®,0, 1) together with < is a
totally ordered semiring.

Many of the semirings we have featured in examples above can be equipped with partial or even
total orders that are compatible with the semiring structure. As an example, if we equip the semiring
(N, +,-,0,1) with the canonical order on the natural numbers, we get a totally ordered semiring.

Do however note that in some cases, there may be several distinct possible orders for one and the
same semiring - in the aforementioned example, equipping the natural numbers with the inverse of
their canonical order still results in a totally ordered semiring, but a different one.

We took the following definition from [KMO05|, where several equivalent conditions are presented.

Definition 2.19. A totally ordered semiring (S, ®, ®,0,1) is a min-semiring if @ is the minimum
with respect to <.

In [Mah84], these semirings are referred to as extremal semirings. In [Pin98], Pin examines a special
class of min-semirings: the min-plus semirings, sometimes referred to as tropical semirings. These
closely resemble the semiring we call the tropical semiring (that is T = (R>¢ U oo, min, +, 0o, 0)).

Note that the natural order on (5, @, 0) is the inverted order of the order described in this definition.
Furthermore, note that we may analogously define max-semirings, and that their natural orders
do correspond to the order described in the analogous definition.

Since any min-semiring (S, ®, ®,0, 1) contains a maximal element 0, we may say that subsets of S
whose supremum is 0 are unbounded above, even though (strictly speaking) they do have an upper
bound. We will extend this convention to lower bounds of subsets of max-semirings and to upper
and lower bounds of sequences over min-semirings and max-semirings, respectively.



2.4 Weighted Subsets

In a fashion analogous to Remark 2.5, any subset Z’ of an arbitrary set Z can be represented by its

1 zeZ
identifier function 1z : Z — {0,1}, z — 0 : ¢ 7 This representation gives rise to the following
z

extension:

Definition 2.20. Given a set Z and a semiring S, an S- weighted subset of Z is a function
7' Z —S.

We will often use a weighted subset Z’ : Z — S simply as a subset of Z, then, Z refers to the set
{z€ Z|Z'(z) #0}.

Definition 2.21. A formal power series over an alphabet 3 and a semiring S is an S-weighted
subset of ¥*. These formal power series are often written as formal sums, . f(w)w. We will
write S{((X*)) to refer to the set of all formal power series over a semiring S and an alphabet X.
The support of a formal power series r € S((¥*)) is the set {w € ¥* | r(w) # 0}. Those formal
power series with a finite support are called polynomials, we will write S(X*) to refer to the set
of all polynomials over S and 3*.

In the notation ) v. f(w)w, symbols of ¥ are somewhat analogous to formal variables while
elements of S act like coefficients. However, it is important to recall that unlike the formal variables
in conventional power series, >* is not generally commutative.

Remark 2.22. This concept of a formal power series is an extension of formal languages. Specif-
ically, it extends formal languages by extending the representation specified in Remark 2.5, which
is itself a formal power series if we consider the boolean semiring structure B on {0,1}.

10



2.5 Matrices

In this section we will provide definitions for matrices over semirings and for common matrix
operations. We represent matrices as functions from index sets to semirings.

Definition 2.23. Let P, Q be finite sets and let (S, ®,®,0, 1) be a semiring. A matrix indexed by
P, Q with values in S is a function f: P x Q — S.

The transpose of a matrix f : P x Q — S is the matrix f7: Q x P — S, (q,p) — f(p,q).

The empty P x @Q matrix is the constant 0 matrix, that is, the matrix that is the constant 0
function. We may write 07*? to refer to it.

The P x P identity matrix is the matrix that is 1 whenever its two arguments are equal and 0
whenever they are not.

We may write ST*@ to refer to the set of such matrices. We may write n to refer to the index set
{m € N |1 <m < n} when the fact that we intend to refer to a set is clear from context.

To disambiguate functions that we intend to use as matrices from other functions, we may write
matrix evaluation with square brackets, as in f[p, q] rather than f(p,q). Furthermore, for ¢ € Q,
f € 8™ and g € S9*! we may write f[1,q] as f[q] and g[q, 1] as g[g]. Finally, we will sometimes
implicitly identify a 1 x 1 matrix f € S*! with its sole element f[1,1].

Since we represent matrices as functions, the matrix generated by pointwise application of a unary
function to the elements of a matrix can be written as function composition.

Definition 2.24. Let P, Q, R be finite sets and let (S, $,®,0,1) be a semiring. We will define the
conventional matrix multiplication by

. SPXQ % SQXR N SPXR’
f-g9="(p.r)—~ P flp,d © gla, 7))
q€Q

Recall that multiplication in a semiring is not necessarily commutative and note that matrix mul-
tiplication is not necessarily commutative either, even over commutative semirings. It is, however,
associative. Note that for any finite set @, the tuple (S@*%,. I) (where I is the Q x Q identity
matrix) is a monoid.

Definition 2.25. Let P,Q be finite sets and let (S,®,®,0,1) be a semiring. We will use the
addition operator @ of S to refer to the pointwise sum of two matrices in ST*?, that is: we define
the conventional matrix addition as

@ §XQ x 9@ gFxQ
feg=(pq) — flp,qd @ glp q]).

Note that for any two finite sets P, Q, the tuple (ST*Q @&, 07%?) is a monoid.

Definition 2.26. Let P,Q be finite sets and let (S,®,®,0,1) be a semiring. The left scalar
product of a matrix in S”*? with a scalar s € S is defined as

©: 8 x §FXQ - ghxe,
sOf=(p,q) s flp,al

The right scalar product is defined analogously, but note that s® f is not necessarily equal to f ®s.

11



2.5.1 Factorizations

We will now describe the notion of “factorizations” of matrices, these are pairs of functions that
split matrices into a common scalar factor and a “rest” matrix.

We have taken the definitions of (maximal) factorizations from [KMO05] and have expanded them
to 2-dimensional matrices rather than just vectors.

Factorization can be seen as a generalisation of one of the steps in the powerset construction for
the determinization of finite automata (in particular, the step where edges are created). We will
discuss this algorithm in Section 3.1.

Similarly, Aminof’s algorithm (presented here as Algorithm 3) features a step that can be described
as a (maximal) factorization over R U co.

Definition 2.27. Let (S,®,®,0,1) be a semiring and let P, @Q be finite sets. A factorization of
SPXQ s a pair of functions f : STX@\ {0P*Q} — §PXQ and g : SP*Q\ {0F*?} — S such that
Vu € SPXQN\ {0P*QY u = g(u) ® f(u).

We will, in a somewhat unrigorous manner, sometimes speak of factorizations of a semiring itself
rather than of a particular set of matrices over said semiring.

Note that for all u € STX@\{07*?} we have f(u) # 07*? and g(u) # 0, since either of f(u) = 07*?
and g(u) = 0 would imply that u = g(u) ® f(u) = 0°*?,

As an example, for any set of matrices ST*? over any semiring (S, ®, ®,0, 1), the pair consisting of
the identity function and the constant 1 function is a factorization. We will refer to this factorization
as the trivial factorization on S¥*€.

Note that this factorization is the only possible factorization in the case of matrices over the boolean
semiring B, since if (f, g) is a factorization of B *® for some finite sets P, ), we must have g(u) = 1
for all u € BP*Q\ {0F*Q}.

We will later see that the fact that other semirings tend to permit more factorizations is relevant
when constructing determinization algorithms of weighted finite automata.

Furthermore, if P, Q are finite sets, note that (f, min) is a factorization of T¥*® where min and f
are defined such that

min(v) = 1}131inQv[ ,q] and such that
peP,gc

f(v) = (p,q = vlp, q] — min(v)).

An analogous factorization may be defined over any semiring whose multiplicative monoid permits
a natural order.

Definition 2.28. Let (S,®,®,0,1) be a semiring and let P, be finite sets. Let (f,g) be a fac-
torization of ST*¥. The factorization (f,g) is maximal if Yu € ST*Q Vs € S we have that
sOu#0 = f(u) = f(sOu).

Note that S”*? may or may not permit maximal factorization, and that it may permit several
distinct maximal factorizations.

Note that the sole factorization of any set of matrices over the boolean semiring B is trivially a
maximal factorization, again using the fact that B only has one non-zero scalar.

12



However, provided that P, (Q are two non-empty finite sets, the trivial factorization of T¥*® is not
maximal. In fact, this is the case for any semiring S with at least three elements.

Furthermore, note that the factorization (f, min) defined above is a maximal factorization.

2.6 Ranges

We will now use matrices to associate a range in a partially ordered semiring to each element of a
given finite set.

Let Q be a finite set and let S be a partially ordered semiring. A matrix f € S{:4*@Q can be seen
as a mapping that associates a *I*ower and an *u*pper bound to each ¢ € Q. Thus, f associates
the range {s € S| f[l,q] < s < f[u,q]} to an element ¢ € Q.

Note that such ranges are well-defined ranges only if Vg € Q we have f[l,q] < fu,qg], since they
would otherwise be empty.

Definition 2.29. Let (S, ®,®,0,1) be a partially ordered semiring and let @ be a finite set. Let
two matrices p,p’ € S1HXQ he given. We say that p’ refines p if Vg € Q,p, < Plg < Pug < Pug-

These range matrices will feature in Algorithm 3 and Algorithm 4, where they are used as the states
of the automata that these algorithms construct.

Next, we will define range functions: these functions can be used to assign an approximation range
to each element of a partially ordered semiring. We require some distributivity and consistency
properties.

Definition 2.30. Let (S,®,®,0,1) together with < be a partially ordered semiring.
A function 7: S — S is a range function if:
e 1o non-zero element is mapped onto zero, that is, if Vs € S,7(s) =0 = s =0,
e an element is always < its image, that is, if Vs € S, s < 7(s),
e 7 preserves order, that is, if Vs, s’ € S;s < ¢ = 7(s) < 7(s'),
e 7 distributes over @, that is, if Vs,s’ € S,7(s @ ') = 7(s) & 7(5),

e and 7 distributes over ®, that is, if Vs, s’ € S,7(s @ ') = 7(s) @ 7(s').

Such a function can be used to associate a well-defined range [s, 7(s)] to each element s € S, such
a range is always non-empty as it always contains s as well as 7(s).

Note that for any semiring S, the identity function on S is a range function, and note that the
identity function is the only possible range function on the boolean semiring B.

In the case of the tropical semiring T, for any ¢ € R>; the function T — T,z — tx is a range
function. We will later see that this allows us to consider t-approximation as a special case of
T-approximation.
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2.7 Finite Automata

Finite automata are abstract models of computation that can be used to encode certain types of
languages. They are modelled as finite, directed multigraphs with labelled transitions.

Definition 2.31. A finite automaton over an alphabet ¥ is defined as a tuple (Q, I, F, E) con-
sisting of a finite set of states @ (these correspond to the vertices of the graph), a set of initial
states I C @, a set of accepting or final states F' C (), and a set of transitions £ C Q x ¥ x Q.
Given ¢,¢' € Q and o € X, a transition (¢,0,q’) is an outgoing transition of ¢ (its start), an
incoming transition of ¢’ (its end), and its label is o.

We may write a transition (q1,0,¢2) as ¢1 = qo.

A path is a finite sequence of transitions such that for each consecutive pair (p,o,q), (r,0’,s) of
transitions we have ¢ = r. We will refer to the sequence of symbols associated with each of the
edges of a path as its label. Note that the empty sequence is also a path, its label is the empty
word €.

Extending the aforementioned notation, we may write the path ((¢1,0,¢2),(g2,0",¢3)) as ¢1 >

%2 = gs.

For any word w € ¥*, we will write q; ~ ¢o to refer to the set of paths starting in ¢1, ending in ¢o,
and labelled with w. Similarly, given two subsets Q’, Q" C Q, Q' ~+ Q" refers to all paths starting
in a state of )/, ending in a state of )", and labelled w.

Remark 2.32. As for the computational interpretation of finite automata: Finite automata are
modelled in discrete time, such that at any time they are in precisely one of their states, starting
out in one of the initial states. A finite automaton over an alphabet ¥ takes a word in ¥* as its
input, processing it one symbol at a time. At any point in time, it is in exactly one state, and
it starts out in one of the initial states. When the automaton is in a state ¢ € @, it processes a
symbol o € ¥ by following an outgoing transition ¢ % ¢/, transferring the control to the state ¢/,
or blocking if there is no such state. When there are several possibilities, the control is transferred
to one of them non-deterministically.

If at some point no symbols are left in the input, computation stops, the result of this run is either
1 (if the last state is in F') or 0 (if it is not).

If this point cannot be reached since at some point no adequate outgoing transition exists, compu-
tation stops and the result of the run is taken to be 0. In the case that for a certain input oy09 - - - 0,
a corresponding run that results in 1 exists, the finite automaton is said to accept oi09---0,. If
this is not the case, the finite automaton rejects o053 - - - 0,,. Thus, the automaton accepts a word
w € ¥* if and only if I < F is non-empty. Two finite automata are equivalent if they accept the
same words.

Definition 2.33. A finite automaton (Q, I, F, E') over an alphabet ¥ is deterministic if it has at
most 1 initial state and for all ¢ € @ and o € X, there is at most one outgoing transition from ¢
that is labelled o.

The computational interpretation described above can be ambiguous. Particularly, if an automaton

is not deterministic, it may not always be clear which transition is to be taken, or which state to start
from. If an automaton is indeed deterministic, the steps described in Remark 2.32 are unambiguous,
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and only a single run is required to check whether the automaton accepts a given word. Furthermore,
given any non-deterministic finite automaton, an equivalent, deterministic finite automaton can be
constructed in polynomial time, we call this process determinization. A well-known algorithm to
do so will be presented in Algorithm 1.

In Figure 4 and Figure 5 we have provided two examples of finite automata that are respectively
nondeterministic and deterministic. Furthermore, note that both of the automata provided in Ex-
ample 2.35 are deterministic. For an explanation of the visual notation used in these examples, see
below.

Remark 2.34. Any finite automaton encodes a language, that is, the language consisting of all
words accepted by the automaton. Such languages (that is, those languages for which a correspond-
ing finite automaton exists) are called regular or recognisable.

However, it is important to note that not all languages are regular. A finite automaton that corre-
sponds to a regular language can be seen as an explicit procedure to compute the function that we
defined in Remark 2.5. Since this concept of finite automata is rather limited, we will soon provide
an extended definition, in a fashion similar to how formal power series are an extension of languages.

When representing finite automata visually, we will use the usual representation as a labelled graph.
Initial states are marked with “start”, and accepting/final states are drawn with a double line.

Example 2.35. The following directed graph is a visual representation of a finite automaton that
encodes the language L, defined in Example 2.4.

a b

b
start —>

And here is a finite state automaton that encodes Lo:

a
start —»
b

However, there is no finite automaton that encodes the language L3 from that same example - thus,
Ls is not regular. We can construct finite automata that accept subsets or supersets of Ls, but a
finite automaton that accepts no more or less than L3 cannot be constructed.
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2.8 Weighted Finite Automata

Weighted finite automata are an extension of finite automata which was first introduced in [Sch61]
by M.P. Schiitzenberger.

One can envision this extension by replacing the subsets used to represent the edges, initial states
and final states of finite automata by weighted subsets. This replacement also applies to the “output”
of weighted finite automata compared to finite automata. Whereas a finite automaton models a
language (which can be represented as a subset of X* or as a function, see Remark 2.5), weighted
finite automata model formal power series which can be represented as weighted subsets of ¥* or
equivalently as functions >* — S where S is a semiring. Notably, any finite automaton can trivially
be seen as a weighted finite automaton over the semiring ({0, 1}, or,and,0,1) on {0,1}.

Definition 2.36. A weighted finite automaton (WFA) over an alphabet ¥ and a semiring
S is defined as a tuple (@, I, F, E) again consisting of a finite set of states @, a weighted set of
initial states I : @Q — S, a weighted set of accepting or final states F': @ — S, and a weighted
set of transitions F: Q x X x Q — S.

We extend the notation we used for (labelled) paths in finite automata to weighted finite automata:
we will again write ¢ % ¢ for the transition (¢,o,q’), and we will write ¢ ~» ¢ for the set of
paths that start in ¢, end in ¢’ and are labelled w. When representing an WFA visually, we will
draw them in a manner similar to the visual representation for finite automata which can be
seen in Example 2.35. In order to encode the weights, transitions in a visual representation of an
WFA will be labelled both with their symbol and their weight. Furthermore, any state marked
as initial/accepting has an initial/final weight of 1. Note that this visual representation cannot
faithfully represent all weighted automata. We have chosen to use this simpler visual representation
for the sake of simplicity and since non of our examples require non-unit initial or final weights. In
Figure 1, Figure 2, and Figure 3 we have provided three examples of weighted finite automata in

visual representations.
= e

e,l

4,2

Figure 1: A WFA over the semiring (Z, +, %,0, 1).

The notation and terminology related to transitions and (labelled) paths in finite automata can
trivially be applied to weighted finite automata. We will reuse it without defining it again.

Do however note that if we interpret the weighted subset E of a weighted automaton (@, I, F, E') over
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a, 1
start *)?7*
r‘l (=)

Figure 2: A WFA over the semiring (Z, +, *,0, 1).

a semiring (S, @, ®, 0, 1) and an alphabet ¥ as a set, it consists of those pairs (¢1,0,¢2) € QXXX Q
for which E(q1, o, ¢2) # 0.

Therefore, the weights of transitions along a path are always (trivially) non-zero.

In some other representations, transitions may be weighted 0, but since such transitions can always
be removed from a weighted automaton without altering the function it computes, we will use this
somewhat restricted definition of transitions.

Remark 2.37. A WFA A = (Q, 1, F, E) over an alphabet ¥ and a semiring S assigns transition
weights to edges, it assigns initial weights to states and it assigns final weights to states.

We will use these weight functions to construct some matrices:

e for o € X we will write 6 4(0) to refer to the matrix (Q x Q) — S,(q,¢') — E(q,0,¢),

o for o109 0, € ¥* we will write 04(c102--05,) = 04(01) - 0a(02) - -+ - 04(0,) (note that
0 4() is the identity matrix), this is the monoid morphism induced by the previous 6 4,

o we will write A4 to refer to the matrix ({1} x Q) — S, (1,q) — I(q),

e and we will write p4 to refer to the matrix (Q x {1}) — S,(q,1) — F(q).
Using these matrices, we will define some more functions:

e For w € ¥*, we will write |A|(w) = A © 8(w) © p, we will refer to |A|(w) as the weight of w.

e Furthermore, let the function 54 : £* x Q@ — S be given by (w, g2) — (A - 04(w))[gz]. Note
that Vuw € X%, @, cq Ba(w,q2) © F(g2) = |A|(w). Given w € £* and ¢ € Q, Ba(w,q) is
sometimes referred to as the partial weight of w.

e Finally, we will write 4 for the function from SH:4x@x ¥ to S{LuIXQ guch that row; (va(q', o)) =
row;(q’) - .4(c) and such that row, (y4(¢',0)) = row,(¢') - 7 0 0 4(0).

This definition of |A| is equivalent to stating that:
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e the weight |A|(a) of a path « in A is defined as the semiring product of the weights of its
transitions,

e the weight of a run of a word w (a path labelled w) is the semiring product of

— the initial weight of the first state of the run,
— the weight of the run as a path,
— and the final weight of the last state of the run.

e the weight |A|(w) of a word w is the semiring sum of all weights of all runs of w.

Two weighted finite automata A, A’ over an alphabet ¥ and a semiring S are equivalent if for
every word w € ¥*, |A|(w) = |A|(w).

Definition 2.38. Let A = (Q, I, F, E) be a WFA over an alphabet ¥ and a semiring S be given
arbitrarily. Furthermore, let a word w = o109 --- 0, € ¥* as well as a pair qq, ¢, € @ of states be
given arbitrarily. Then, a path (qo,q1,..-,¢) € 4o % gy, labelled w is victorious for gy ~ ¢, if
O(w)[qo, gn] = E(q0,01,q1) © E(q1,02,02) © - © E(gn—1,0n,0n).

Similarly, for two subsets P, R C @Q a path in P ~> R is victorious if its weight is equal to the ®-sum
of the weights of all paths in this semiring.

Definition 2.39. A WFA A = (Q, I, F, E) over an alphabet ¥ and a semiring S is deterministic
if the support of I consists of at most one state and if for every ¢; € @ and o € X, there is at most
one g2 € @ such that E(o)(q1,q2) # 0.

In this case, we may refer to A as a deterministic weighted finite automaton (DWFA).

Again, we refer to the process of constructing a deterministic weighted finite automaton A’ that is
equivalent to a given weighted finite automaton 4 as determinization. However, it is important to
note that for some weighted finite automata, no equivalent deterministic weighted finite automata
exist.

If A is a DWFA, for any given word w € ¥* there is at most one path labelled w that starts in the
initial state of \A.

Note that neither of the automata in Figure 1 and Figure 2 are deterministic. However, in Figure 3
we find a deterministic weighted automaton that is equivalent to the automaton in Figure 1. Note
that the automaton in Figure 2 is undeterminizable - that is, there is no DWFA that is equivalent
to this automaton.

If A= (Q,I,F,FE)is a DWFA over an alphabet ¥, let the function d4 : ¥* — @ be equal to the
final state of the path labelled w that starts in the initial state of A wherever such a path exist,
and let it be 01671 X@ where such a path does not exist.

Note that in such an automaton, for any word w € X*, there is at most one gz € Q' such that
Ba(w,qg2) # 0. If such a ¢y exists, it is equal to 4 (w).

In [Cho77], Choffrut introduces the so-called twins-property. This property is a sufficient condi-
tion for determinizability of weighted automata over the tropical semiring (as proven by Mohri in
[Moh97]), and can be checked in polynomial time (as proven by Allauzen and Mohri in [AMO03]). We
will use a more generic definition of the twins-property, taken from [KMO05]. In this paper, Kirsten
and Méaurer show that the twins-property is a sufficient condition for determinizability of weighted
automata over min-semirings.
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a,l

Figure 3: A DWFA over the semiring (Z, +, *,0, 1). This automaton is equivalent to the automaton
in Figure 1.

Definition 2.40. Let A = (Q, I, F, E) be a weighted automaton over an alphabet ¥ and a semiring
S. The automaton A has the twins property if Yu,v € ¥* and Vp,q € Q we have (I ~5 p ~> p #
DA~ q~q#0) = 0a4v)p,p] = 04(v)lg,q-

Note that any weighted automaton A over the boolean semiring B and an alphabet ¥ trivially has
the twins-property. In many of the applications of WFAs; it is unnecessary or even infeasible (due
to performance constraints) to calculate the exact weight a given automaton assigns to a given
word. In [AKL13], Aminof, Kupferman, and Lampert define a precise notion of approximation for
weighted automata over the tropical semiring T.

Definition 2.41. Let A = (Q,I,F,E) and A" = (Q',I', F', E’) be two weighted finite automata
over the tropical semiring T and over an alphabet X. Let ¢ € R>; be given arbitrarily. We say that
A’ is a t-approximation of A if and only if Yw € ¥*, |A|(w) < |A'|(w) < t-|A|(w).

Note that A and A’ are equivalent precisely when A’ is a 1-approximation of A, and that for ¢ # 1,
A’ being a t-approximation of A does not necessarily imply that A is a t-approximation of A’.

This notion of approximation gives rise to t-determinization: the process of constructing a deter-
ministic weighted finite automaton that is a t-approximation of a given weighted finite automaton
over the tropical semiring (R>o U oo, min, +, 00, 0). In [AKL13|, Aminof, Kupferman, and Lampert
provide a weaker version of the twins property for weighted automata over the tropical semiring,
and they prove that this so-called ¢-twins property is a sufficient condition for the termination of
a new algorithm for the approximate determinization of weighted automata which they present in
the same paper.

Definition 2.42. Let A = (Q,I,F, E) be a weighted automaton over an alphabet ¥ and the
tropical semiring. Let ¢ € R>; be given arbitrarily. Let - : R x R — R denote the multiplication
on R.

We say that A has the t-twins property if Yu,v € ¥* and Vp,q € Q we have (I ~5 p ~» p #
DAL~ g~ q#0) = 04(0)p,p] <t-04(v)]g, ).

Note that for t = 1, the t-twins property is equivalent to the regular twins-property.
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Definition 2.43. Let A = (Q,I,F,F) and A’ = (Q',I', F', E') be two weighted finite automata
over a partially ordered semiring S and over an alphabet X. Let 7: .S — S be a range function.

We say that A’ is a 7-approximation of A if and only if Yw € ¥*, |A|(w) < |A'|(w) < 7(|A|(w)).

Note that if 7 is the identity function, A and A’ are equivalent precisely when A’ is an 7-
approximation of A, and that for other functions, A’ being an T-approximation of A does not
necessarily imply that A is a T-approximation of A’.

This notion of approximation gives rise to 7-determinization: the process of constructing a deter-
ministic weighted finite automaton that is an T-approximation of a given weighted finite automaton.

t-approximation and t-determinization are special cases of T-approximation and 7-determinization,
respectively, since (as stated before) for any ¢t € Rx>q, the function T — T,z — «t is a range
function.

Definition 2.44. Let A = (Q, I, F, E) be a weighted automaton over an alphabet ¥ and a partially
ordered semiring S. Let 7: S — S be a range function.

We say that A has the 7-twins property if Yu,v € ¥* and Vp,q € Q we have (I ~5 p ~ p #
DT~ g~ q#0) = 0a(v)lp,p] < 7(04(v)g,q)).

Definition 2.45. Let 3 be an alphabet, let S be a semiring and let A = (Q, 1, F, E) be a DWFA
over ¥ and S. Furthermore, let w € ¥* and a set 7 C Q < Q of paths in A labelled w be given.

We will say that 7 has a synchronous loop at i, j for some indices 0 < i < j < |w| if forall « € 7
the 7’th and j’th states of the path a are equal.

We may refer to the set of paths created by removing a synchronous loop 4, from a set of paths
7, this is the following set: {(ou1, 0, -, i1, 05,0541,...,0pq)) | @ € 7}
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3 Determinization

In this section and in the following sections, we will present various algorithms for the (approximate)
determinization of finite automata and weighted finite automata.

In these algorithms, we will frequently use abstract data types such as partial functions, queues,
and sets. Note that these may generally be implemented in terms of arrays, lists, in terms of cons
pairs, or using whichever implementations may be present in your language or paradigm of choice.
Do, however, note that any queue we mention is implicitly first-in-first-out (FIFO). This may not
be strictly necessary in some cases (such as in the case of Algorithm 1), but we do depend on this
assumption when proving properties of Algorithm 4.

Furthermore, note that in these algorithms, we treat sets and functions as mutable mathematical
objects, and that the operator := denotes assignment, whereas = denotes equality.

3.1 Determinization of finite automata

As we described previously, given any finite automaton (Q, I, F, E) over an alphabet X, one can
construct an equivalent deterministic automaton (@', I’, F', E"). We refer to this process as “deter-
minization”, and we will provide an algorithm to determinize arbitrary finite automata.

This algorithm (Algorithm 1) is an implementation of the well-known powerset construction (which
was first described by M. Rabin en D. Scott in [RS59]), and we have written it in a manner that
closely resembles the approximate determinization algorithm from [AKL13], which we will present
in Section 4.

We will not prove any particular properties of this algorithm for the determinization of finite
automate, since it is included solely for illustrative purposes and since all relevant properties of the
algorithm are well-known.

3.1.1 Inner workings

The algorithm constructs a new set of states such that each newly constructed state is a subset
of the original set of states. In the algorithm below, we maintain a queue of newly created states
that need to be further processed by the algorithm. Such a newly created state consists of all those
states that the original automaton could be in, having read a given sequence of input characters.
Since a nondeterministic finite automaton can be in any of its initial states when it has not yet
read any characters, the new initial state consists of the set of all initial states of the original finite
automaton. The queue is set up to contain this new initial element, and the queue is processed one
by one.

When a new state is processed, for each character of the alphabet, the algorithm computes the set
of states reachable by following outgoing transitions of the original states in the new states being
processed. If necessary, these sets of states are enqueued and new transitions are added.

Since each new state can only be enqueued once and since a finite set only has a finite number
of distinct subsets, the algorithm queue will eventually be empty, resulting in the termination of
the algorithm. Once this occurs, (Q',I’, F', E’) will be a deterministic finite automaton that is
equivalent to the input (Q, I, F, E).
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1 Algorithm: FinAutDet

Input: A finite automaton (Q, I, F, E)
Output: An equivalent, finite deterministic automaton (Q’,I’, F', E")

Q := empty queue;
Enqueue(Q, I);
while Q not empty do

© 0 N o U A BN
|

p := Dequeue(Q);
0 | Q=@ U
11 if pN F # () then
12 | F:=F U {p};
13 end
14 foreach 0 € ¥ do
15 P =Uepld €Q|(g.0,¢) € E}}
16 E' :=F U{p,o,p'};
17 if p’ ¢ Q' U Q then
18 ‘ Enqueue(Q, p');
19 end
20 end
21 end

22 return (Q',I', F', E');
Algorithm 1: Algorithm to determinize any finite automaton over an alphabet ¥ - adapted
from [RS59].
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Note that applying this algorithm to a deterministic finite automaton results in an automaton
whose states are singletons corresponding to (and containing) the reachable states of the original
automaton (the automaton may also contain an “empty” state, consisting of the empty set).

In Algorithm 1, we have provided the aforementioned algorithm in pseudo-code. Recall that we treat
sets and functions as mutable mathematical objects, and that the operator := denotes assignment,
whereas = denotes equality.

In Figure 4, we have provided an example of a simple non-deterministic finite automaton (FA). In
Figure 5, we have provided a deterministic finite automaton (DFA) (that is, a deterministic finite
automaton). This automaton is equivalent to the aforementioned automaton in Figure 4 and is the
output that Algorithm 1 would produce if provided with Figure 5 as its input.

Figure 4: A FA that is non-deterministic.

a
start H
b

Figure 5: A DFA that is equivalent to the automaton in Figure 4.

3.2 Determinization of weighted finite automata

Attempting to adapt the powerset construction to weighted finite automata poses some challenges.
First of all, there is a wealth of different semirings with all sorts of different properties, generalizing
over the entire class of semirings may prove difficult. For that reason, we will solely concern ourselves
with commutative min-semirings, even though some of the properties and results discussed here may
transfer to weighted automata over other semirings. With that out of the way, we will describe a
few different approaches to (approximate) determinization of weighted automata.

In the powerset construction, the algorithm constructs a new state-space consisting of subsets
of the original state-space. When adapting this algorithm, it is natural to replace these subsets
with weighted subsets. These weighted subsets can be represented as vectors S'*© indexed by
the original space state. This change, when applied consistently, gives rise to a class of algorithms
that determinize weighted automata. The algorithms in this class differ with regards to the specific
matrices they add to the generated state space and the exact weights they assign to edges. In
Algorithm 2, we have provided a pseudo-code implementation of these algorithms.
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1 Algorithm: WFA-Det

Input: A weighted finite automaton (Q, I, F, E) over S

Output: A deterministic WFA (Q’, I’, F', E’) that is equivalent to A
Let (f,g) be a factorization of S1*9;

Q =10

E =858 x ¥ x §1x@ ~ g:
Let g) be a matrix in S1X%;
o = A4

Q := empty queue;
Enqueue(9Q, f(q}));

© 00 N O Gk W N

10 while Q not empty do

11 p := Dequeue(Q);

1| Q=Q Uk

13 | F'(p):=p-pa;

14 foreach o € ¥ do

15 p2 = f(p-0(0);

16 c:=g(p-0(0));

17 if there isT € QU Q' such that r = ps then
18 ‘ E'(p,o,7) :=¢;

19 else if there is v € QU Q' such that r refines py then
20 ‘ E'(p,o,r):=c¢;

21 else if py # 0'*% then

22 E'(p,o,p2) i=c;

23 Enqueue(Q, p2);

24 end

25 end

26 end

o1 I' = B s S.q {9(616) q=f(q),.
0 else
28 B := FE' V0
29 return (Q',I', F' F’');
Algorithm 2: Algorithm to determinize a weighted automaton over an alphabet ¥ with weights
in a suitable semiring S.

24



3.2.1 Termination

Recall that any FA can be determinized by the well-known superset construction. One may intu-
itively see that this hinges on the fact that the powerset of any finite set is itself finite. The analogous
claim for weighted automata is however clearly untrue: Whether or not the set of weighted subsets
of a finite set is finite depends on the semiring of weights being used. Thus, termination is an
important concern for this class of algorithms.

For any factorization (f, g) of S'*%, one such algorithm exists. If such an algorithm terminates, its
output is a DWFA that is equivalent to the input WFA. Note, however, that these algorithms do
not necessarily terminate, and that whether they terminate on a given input depends on the choice
of the factorization.

In [KMO5|, Kirsten and Ma&urer prove that maximal factorizations are optimal with regards to
termination: if (f,g) is a maximal factorization and any factorization (f’,¢’) exist such that the
(f',¢') algorithm terminates on a given input, then the (f,g) algorithm also terminates on this
input.

While it may be appealing to use the trivial factorization of a semiring S, since it is always avail-
able. This would imply that the edge weights are all set to the multiplicative identity 1 of S.
However, while this approach does work on some automata, it may fail to terminate even on trivial,
deterministic inputs.

In conclusion, some care may be needed when selecting a factorization, and if a maximal factoriza-
tion is available, it may be a good choice.

3.2.2 Inner Workings

Now, let us recall: when determinizing finite automata using the conventional superset construction,
the state that the output DFA arrives at after processing a word w is the subset of the states of
the input consisting of those states that can be reached by a partial run labeled w.

However, in the case of a weighted automaton, keeping track of which states can be reached by
processing w is insufficient - we also need to know the weights of these paths, that is, for any word
w and state ¢ our DWFA should encode the sum of the weights of all partial runs I ~ ¢.

Let w € ¥* be arbitrarily given, and let us write 7 € S% for the vector mapping a state ¢ € Q of
the input onto the sum of the weights of all partial runs I ~ q.

We ensure that 7' can be “read” or “recovered” from the generated DWFA by ensuring that the
weight of the sole partial run of w in the output is equal to g(r’) and that its final state is the
matrix f(r’) if we are using the factorization (f, g). That way, their scalar product is equal to 7’.
Furthermore, we set the final weight of any generated state ¢’ € S? to be the dot product of f(r')
and the vector mapping a state ¢ € @) on its final weight in the input automaton. This way, if the
algorithm terminates, the output DWFA is equivalent to the input WFA.
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4 Approximate determinization over the tropical semiring

In [AKL13|, Aminof, Kupferman, and Lampert present an algorithm to approximately determinize
a certain class of weighted automata over the tropical semiring. This algorithm, adapted to our
mathematical representation, can be found here as Algorithm 3.

It takes a WFA over the tropical semiring T as well as an approximation factor ¢ € R>; as its input
and attempts to construct a DWFA that is t-equivalent to its input WFA.

If this algorithm terminates, the result is a DWFA that t-approximates the given WFA, and the
t-twins property is a sufficient condition for termination. For proofs of these claims, we refer to the
original paper [AKL13].

Furthermore, as mentioned before, in [AKL13], the authors show that one can determine within
polynomial time whether a given WFA has the ¢-twins property.

4.1 Inner Workings

Whereas the state-space of the output of Mohri’s and Kirsten’s algorithms consists of vectors
indexed by the states of the input, in Aminof’s case the state-space of the output consist of matrices
indexed by the symbolic set {l,u} as well as the states of the input.

These matrices can be interpreted such that each state of the output automaton assigns a lower
and an upper bound in R U co to each state of the input automaton.
4.2 Conventions

In order to make the algorithm more readable, we will introduce the following conventions relating
to partial functions:

e we use A — B to denote partial functions from A to B,
e partial functions are initialized to be undefined everywhere,

e and given a partial function f: A — S and an element s € S, we will write f V s to refer to
the function that is equal to f where f is defined and equal to s where f is not defined.

Furthermore, in the following section, we will refer to the tropical semiring (R U oo, min, +, 00, 0)
as T.
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1 Algorithm: TWFA-AppDet

Input: A WFA (Q, I, F, E) over T and an approximation factor ¢ € R>q
Output: A deterministic WFA (Q’,I’, F', E') that t-approximates (Q, I, F, E)
Q" = ;
Let F’ be a partial function T%}*Q —~ T that is undefined everywhere;
Let E' be a partial function T *@ x 3 x T4} XQ ~ T that is undefined everywhere;
i :=t*xmingeq (I (¢));
Let ¢ be a matrix in T{Hu}1xQ;
foreach g € Q do
Qll g = I(q) =15
Qolu, gl = t+ I(q) —
end
Q := empty queue;
Enqueue(Q, q});
while Q not empty do

© 00 N O Uk W N

e
w N = O

14 | p:= Dequeue(Q);
15 Q' :=Q U{p};
16 | F'(p) :=mingeq(pll, q] + F(q));
17 foreach 0 € ¥ do
18 ¢ i=mingg, g)eqxq (Plw, 1] +t * E(q1,0,42));
19 Let py be a matrix in TUu}*@Q;
20 foreach ¢» € @) do
21 p2(l, g2] = ming, eq(p[l, 1] + E(q1,0,¢2)) — ¢;
22 p2(u, g2] = ming, eq(plu, ¢1] +t* E(q1,0,q2)) — s
23 end
24 if there is v € QU Q' such that r refines ps then
25 ‘ E'(p,o,7):=¢;
26 else if py # coth®}*@ then
27 E'(p,o,p2) :=;
28 Enqueue(Q, p2);
29 end
30 end
31 end

-/
32 I’:Q’%T,q»—){l 1= o,

oo else

33 B := E' V c;

34 return (Q',I', F', E');
Algorithm 3: Algorithm to approximately determinize a weighted automaton over an alphabet
Y with weights in the tropical semiring T - adapted from [AKL13].
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5 Approximate determinization over other semirings

The previously presented algorithm is somewhat limited in its applicability: it is only defined for
weighted automata over the tropical semiring.

We have adapted it to a larger set of semirings using factorizations as Kirsten and Mé&urer did in
[KMO5].

To be precise, our algorithm can be applied to any commutative totally ordered semiring (5, <)
that allows maximal factorization and where the following pair of logical equivalences holds:

For any ¢ € S with ¢ # 0 we have Va,b,c € S;a <b < a®c<b®cas well as Va,b,c € S,a <
b cOa<c®b.

The output states of this algorithm again each associate ranges of weights to the input states, but
do note that Aminof’s algorithm is not a (direct) instance of this algorithm due to the fact that
its output space-state may use the entirety of R U co in ranges rather than solely elements of the
tropical semiring T = Rx>¢ U oo itself.

In the case of weighted automata over the boolean semiring B (equipped with the conventional
order such that 0 < 1), our algorithm is equivalent to the standard powerset construction since the
trivial factorization is the only factorization of B and since the identity function is the only range
function on B.

The algorithm can be found in Algorithm 4.

It takes a WFA over any suitable semiring S as well as a range function 7 : § — S as its input and
attempts to construct a DWFA that is 7-equivalent to its input WFA.

If this algorithm terminates, the result is a DWFA over S that T-approximates the given WFA (see
Theorem 5.13).

In Theorem 5.14 and Theorem 5.14 we will provide sufficient conditions for the termination of
Algorithm 4 for certain input over particular semirings.
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1 Algorithm: WFA-AppDet

Input: A weighted finite automaton (@, I, F, E) over S as well as a range function
T:8—=S8

Output: A deterministic WFA (Q’, I’, F', E’) that T-approximates (Q, I, F, E)

Let (f,g) be a maximal factorization of S{-}x@.

Q =10

F' .= sthulx@ < g

E = S{LU}XQ X ¥ X S{l:u}XQ RN 5’7

Let ¢ be a matrix in S{buxQ;

row;(qf) := A4 ;

rowy, (q}) := (ToA4) ;

Q := empty queue;

© W N o Uk WN

10 Enqueue(Q, f(¢)));

11 while Q not empty do

12 p := Dequeue(Q);

13 Q' = Q U{p};

14 | F'(p):=rowi(p)" - pa;

15 foreach o € ¥ do

16 p2 = f(va(p,0));

17 c:=g(valp,0));

18 if there isr € QU Q' such that r = ps then

19 ‘ E'(p,o,r):=c;

20 else if there is T € QU Q' such that v refines p, then

21 | E'(p,o,r):=c;

22 else if py # 01b4}1XQ then

23 E/(p,07p2) =C

24 Enqueue(Q, p2);

25 end

26 end

27 end

28 I B s S {g<q5> a=f(a), |
0 else

29 B/ := F' V0

30 return (Q',I', F' E');
Algorithm 4: Algorithm to approximately determinize a weighted automaton over an alphabet
Y with weights in a suitable semiring S.
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5.1 General Results

We will now provide a few relatively generic results relating to weighted automata. The following
lemma was inspired by a step in the termination proof in [KMO05]. We have expressed it in terms
of weighted automata here, but it can be applied to be graphs in general.

Lemma 5.1. Let ¥ be an alphabet, let S be a semiring and let A = (Q, I, F, E) be a DWFA over
Y and S. Let w € ©* and a set 7 C Q ~> Q of paths in A labelled w be given such that = has no
synchronous loops. Then |w| < |Q|‘7r|.

We will prove this using a combinatorial argument.

Proof. Let X be an alphabet, let S be a semiring and let A = (Q, I, F, E) be a DWFA over X and S.
Let w € ¥* and a set 7 C Q ~> Q of paths in A labelled w be given such that = has no synchronous
loops.

Note that for each 0 < ¢ < j < |w|, the tuples (o; | @ € m) and (a; | @ € ) consisting of the i’th
and j'th states visited by each of the paths must be distinct.

Furthermore, note that there are exactly |Q||7r| different tuples of || states, and note that each such
combination can occur at most once as the list of states visited by each of the paths at a specific
index ¢ in these paths.

Therefore, the number of tuples of states visited by  is less than |Q\|ﬂ7 and thus w < |Q||7r|. O

Note that this implies that any set of n paths each of length m > n has at least one synchronous
loop, and that one can reduce any such set to paths of length at most n by removing synchronous
loops. The next lemma was also taken from [KMO05], for a proof we refer to said paper.

Lemma 5.2. Let A = (Q,I, F,E) be a DWFA over a min-semiring S and an alphabet X. Let a
word w € X* as well as two states qg, g, € @ be given arbitrarily. Then, if 8(w)[qo, g] # 0, there is
a victorious path for go ~> gp.

Note that this implies that for any two sets P, R C @ of states, if there is a path P > R that has
non-zero weight, there is a victorious path for P ~% R.
Lemma 5.3. Let A= (Q, I, F, E) be a DWFA over a min-semiring S and an alphabet 3.

Then, for any word w = o105 ...0, € ¥*, for any victorious path a labeled w and for any index ¢
such that 0 < ¢ < n, there is a victorious path o’ such that it coincides with « at the 0’th, the 7’th

and the n’th state and such that the subpaths ag, o, ..., o] and o, aj ., ..., are respectively
. . 0102...04 0;0i;41...0n
victorious for ag 5" oy and ay s Q.

Proof. Let A = (Q,I,F,E) be a DWFA over a min-semiring S and an alphabet . Let a word
w=010%...0, € X" as well as a pair of subsets Py, P, C Q be given such that there is a non-zero
path in Py > P,. Let a be a victorious path for Py > P,, and let an index i be given such that
0<i<n.

. . 0102...04 O0i0i41...0
Then, by Lemma 5.2, there are victorious paths for ag ~ %5 oy and for a; ~ ~ " .

Let such victorious paths be given and let o’ be their concatenation. Note that o and o’ coincide
at the 0’th, the 7’th and the n’th state, and that o is therefore a path in Py < P,.
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Furthermore, note that the weight of path o’ is less or equal to the weight of path «, since it is
composed of two parts whose weights are less or equal than the weights of the corresponding parts
of a.

. . . w
Thus, o’ is victorious for Py ~~ P,. O

Lemma 5.4. Let A= (Q,I,F, E) be a DWFA over a min-semiring S and an alphabet X.

Then, for any word w = o109 . ..0, € ¥*, for any victorious path a labeled w and for any sequence
(j)o<j<m of indices such that 0 = ig < i1 < ---ip, = n there is a victorious path o/ such that it

coincides with « at the i;’th state for all j and such that the subpaths aj , ] ,,...,aj  areeach
J J j+1
0. 04, 41---04.
victorious for a;, AV Qi
Proof. This proof is wholly analogous to the proof of Lemma 5.3. O

Lemma 5.5. If (f,g) is maximal, then for any state ¢’ added to Q' during the execution of
Algorithm 4, there is a word w = 0109 - - -0, € £* and a matrix 7’ € S164}*Q guch that ¢/ = f(r'),
such that row; (") = A4 - 6.4(w), and such that row, (') = 7 o row;(r').

Proof. Let a state ¢’ that is added to Q' during the execution of Algorithm 4 be given arbitrarily.

Note that there is exactly one word w € ¥* such that there is a path f(g)) ~ ¢} such that all of
its transitions are added to E’ in Line 23 of Algorithm 4. Let w = o109 -+ 0, € X* be this word.

By inspecting the algorithm, we find that
¢ = fralf(yal - f(yvalf(va(f(g), o1)), 02)), ), on))-
Since (f, g) is a maximal factorization, for any non-zero constants ¢y, ca, ..., c,) we have
¢ = flenva(f(en1va( - fleava(f(e17a(£(g0): 01)), 02)), ) on))-
Then, since 7y 4 is linear in its first argument, we find that

q = f(yalenf(yalen - csf(valeaf (valerf(qp), 01)), 02)), - -)), o))

By inspecting the definition of v 4, we find the following equalities:

row; (") = row;(¢'y) - 0a(0o1) - Oa(02) -+ - 04(0n)
=q o 0a(w)
=24 0a(w)
row, (1) =rowy,(¢'g) - (T004(01)) - (To0bOA(02)) - (t0b4(0on))

= (ToAa) (To0a(w))
=704 0a(w))

This gives the desired result. O
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Lemma 5.6. If S is a min-semiring and (f, g) is maximal, then for any state ¢’ added to @’ during
the execution of Algorithm 4, there is a word w = 0105...0, € ¥* and a matrix r’ € Slbukx@
such that ¢’ = f(r') and such that for any ¢, € Q with 7'[l, ¢,,] # 0 there is a partial run of w in A
ending in ¢, such that its weight is r'[l, g,,].

Proof. This follows by combining the result from Lemma 5.5 with Lemma 5.2, since for any word
w € ¥* and for any state ¢, € @, the sum of the weights of all partial runs of w that end in ¢, is
equal to (A4 - 0.4(w))[qn]- O

5.2 Suitability

We will now derive some properties of the output A" = (Q’,I’, F', E’) of Algorithm 4 under the
assumption that it terminates on some particular input A = (Q, I, F, E).

First of all, we will formalize this assumption:

Assumption *. Let ¥ be an alphabet.

Let (S,®,®,0,1) together with a relation < on S be a totally ordered commutative semiring such
that S allows maximal factorization and such that for any ¢ € S with ¢ # 0 Va,b,c € S;a < b <
a®c<b®cand that Va,b,c€ S,a<b < c®a<c®b.

Let 7: S — S be a range function on S and let A = (Q, I, F, E) be a WFA over S and X such that
Algorithm 4 terminates on the input (A, 7). Let A" = (Q’,I', F', E’) be the associated output.

Theorem 5.7. Under Assumption *, the output A’ is a DWFA.

Proof. Let ¢] € Q and o € X be given arbitrarily.

First of all, due to the definition of I’ in Line 28 of Algorithm 4, there is exactly one ¢’ € Q" such
that I'(¢’) # 0. Thus, this state is the sole initial state of A’ and is equal to f(q}).

Furthermore, since any state refines itself, a given matrix ¢ € S1-*}*@ is enqueued at most once.
This is in particular also true for ¢} - to be more precise, it was enqueued precisely once.

Thus, the loop body of the main loop was also executed precisely once for each ¢f. Therefore, the
inner loop body is executed precisely once for the pair ¢}, and thus, there is exactly one ¢5 € Q’
such that E'(q1,0,q5) is defined.

Since E’' V 0 is equal to 0 whenever F’ is undefined, there is at most one ¢4 € Q' such that (£’ Vv

0)(q1, 0, ¢4 is non-zero. Thus, if the algorithm terminates, the resulting WFA is deterministic. O

Lemma 5.8. Under Assumption *, the states of the resulting DWFA are all reachable.

Proof. Tt is quite apparent that the initial state of the DWFA is reachable by definition.

Furthermore, since the states of the resulting DWFA are precisely the states that are enqueued into
Q by the algorithm, it suffices to show that all states that are enqueued are reachable.

Whenever a state other than the initial state is enqueued, a non-zero edge is created from a state
that was previously enqueued to the newly enqueued state.

Thus, if Algorithm 4 terminates, all of the states of the resulting DWFA are reachable. O

Now, we will show that if Algorithm 4 terminates, the states of the resulting DWFA each map
states of the original WFA onto well-defined non-empty ranges in S.
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Lemma 5.9. Under Assumption *, for any ¢’ € @’ and for any ¢ € Q, the inequality ¢'[l, ¢] < ¢[u, q]
holds.

Proof. Since the states of the resulting DWFA are precisely the states that are enqueued into Q by
Algorithm 4, it suffices to show that all states that are enqueued induce ranges.

First, let us consider the initial state of the output automaton A" = (Q',I’, F', E’). As we have
seen in Theorem 5.7, the initial state of the output is f(g().

Due to Line 7 of Algorithm 4, we know that for any ¢ € @, ¢{[l, q] = Aal¢] and, similarly, due to
Line 8 of Algorithm 4, we know that for any ¢ € Q, q[u,q] = (70 Aa)[q]-

Thus, we find:
all,q) = A ald) (Due to Line 7 of Algorithm 4)
< 7(Aalq]) (Since Vz € S,z < 7(x))
= (ToAa)ld]
= q{[u, q] (Due to Line 8 of Algorithm 4)

By factorizing ¢, on both sides of this inequality, we can derive

Fao)[l, a1 © g(qp) < flqo)[u, q] © g(qp)-

Then, since multiplying by a nonzero factor such as g(g(,) preserves order (as we assumed in As-
sumption %), for any ¢ € @ we find:

f@)l g < f(g))[u,q.

Thus, if ¢’ € @' is the initial state, Vg € @ the inequality ¢'[l, ¢] < ¢'[u, g] holds.

Next, we will show that the equality holds for any non-initial state ¢’ € Q) if it holds for all states
enqueued before ¢'. Let a non-initial state ps € Q' be given such that the inequality ¢'[l, ¢] < ¢'[u, ¢]
for all ¢ € Q' enqueued before p; and Vg € Q. Let 0 € X and p; € Q' be given such that ps is
enqueued while “following” the edges labelled o from p;.

Then, since states are processed after being enqueued, we have p1[l,q] < pafu, ¢ for all ¢ € Q. We
can derive the following inequalities, where each implies the ones that follow:

pill, a1] < prlu, 1], Vg1 € Q

il 1] © E(q1,0,q2) < prfu, q] © 7(E(q1, 0, q2)), Va1, q2 € Q

P pill.ai] © E(q1,0,¢2) < P pilu.g) © 7(E(q1,0.02), Va2 €Q
1 €Q q1€Q

(rowi(p1) - 0.a(0))[g2] < (rowu(p1) - 70 0.a(0))lga], Vg2 € Q

Ya(P)[l, g2) < va(p1)lu, g2, Vg2 € Q

p2[l, 2] © g(va(p1)) < p2lu, g2] © g(va(p1)), Vg2 € Q

p2[l, q2] < palu, ga], Vg € Q

Thus, since the states are enqueued sequentially, the inequality holds for all states of ) by natural
induction on the order in which they are enqueued. O
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Lemma 5.10. Under Assumption %, for any w € ¥* and for any ¢z € @, the inequality S4(w, g2) <
da(w)[l, g2] © Bar(w, b4 (w)) holds.

Proof. Let us prove this using induction on the length n = |w| of words w € ¥*. First of all, for the

base case n = 0 we need only consider the empty word . Let g2 € @ be given arbitrarily. Then we
find:

Bale;q2) = (Aa - 0a(e))lgz]
= Aalge]
= I(Qz)
= q0[l, 4]
= (f(q0) © 9(g0))[l, g2
= (g0 © B (5,9)) [l ¢2]
= (0ar(e) © Bar (6,04 (2))) [l g2}
=0 (e)[l, 2] © Bar(e, 04 (¢))

Thus, the claim holds for all g5 € Q and w € ¥* such that |w| = 0.

Now, for the induction step, let us assume that the claim holds for all g € @ and all words of
length at most n. Let g2 € @ and a word w € X* of length n + 1 be arbitrarily given. Next, let
o € ¥ be the symbol and v € ¥* be the word such that vo = w. Then:

dar(w)[l, g2] © Bar(w, o4 (w))

=04 (w)[l,q2] ® E' (64 (v),0,0 4 (w)) ® Bar (v, 54 (v)) (Due to the def. of S4)

=04 (w)l,q2) © g(v4(d.a (v),0))) © Bar(v,04 (V) (Due to Line 21 of Algorithm 4)

> f(va(6a(v),0))[l,q2] © g(va(da(v),0))) (Due to Line 21 and Line 23)
© B (v,64 (v))

=v4(04 (v),0)[l,q2) © Bar(v,04 (v)) (Since (f, g) is a factorization)

= (row; (6.4 (v)) - 0a(0))[a2] © B (v, 6.4 (v))

= @ o (W, q1] © E(q1,0,q2) ® Bar(v,04(v)) (Due to the def. of matrix mult.)
q1€Q

> @ Balv,q1) © E(q1,0,¢2) (Due to the induction hypothesis)
1€EQ

= P M- 040)ar] © Elqr, 0, 2) (Due to the def. of 84)
q1€Q

=(Aa-04(v)-04(0))[g2] (Due to the def. of matrix mult.)

= (Aa - Oa(w))lge]

= B.A(wv (I2)

By induction, the lemma follows. O
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Lemma 5.11. Under Assumption *, for any w € ¥* and for any ¢ € @, the inequality § 47 (w)[u, ¢2]®
Bar(w, 04 (w)) < 7(Ba(w,gz)) holds.

Proof. Let us prove this using induction on the length n = |w| of words w € ¥*, more or less
analogously to the proof of Lemma 5.10. First of all, for the base case n = 0 we need only consider
the empty word e. Let g2 € @ be given arbitrarily. Then we find:

7(Ba(e,92)) = 7((Aa - 0a(e))la2])

[
59
S
~No>
S =
S =
A

(q © Bar (£, %)) [u, 2]
(5) © Bar (8,04 (€))) [ 2]
&)u, 2] © B (e, (¢))

Thus, the claim holds for all g € Q and w € ¥* such that |w| = 0.
Now, for the induction step, let us assume that the inequality holds for all go € @ and all words

of length at most n. Let ¢2 € @ and a word w € ¥* of length n + 1 be arbitrarily given. Then let
o € ¥ be the letter and v € ¥* be the word for which vo = w. Then:

S (w)[u, g2] © Bar(w, 8.4 (w))
= d4 (w)[u,q2) © E' (6.4 (v), 0,04 (w)) ® Bar(v,d4 (v)) (Due to the def. of 84/)
=4 (w)u,q] ® g(yva(04(v),0))) ® Bar(v,04 (v)) (Due to Line 21 of Algorithm 4)
< f(va(0ar(v),0))[u, ¢2] © g(va(d.4 (v), 7))
© Bar(v,04:(v)) (Due to Line 21 and Line 23)
=404 (v),0)[u,q2] ® Bar(v,04 (v)) (Since (f,g) is a factorization)
= (rowy (64 (v)) - (T°9A( Ng2] © Bar (v, 04 (v))
= @ S (v)[u OT(E(q1,0,q2)) © Bar(v,04(v)) (Due to the def. of matrix mult.)
©EQ
< @ T(Ba(v,q1)) © T7(E(q1,0,92)) (Due to the induction hypothesis)
@ €Q
=7 B M- 040)a1] © Elqr,0,42) (Due to the def. of 54)
11 €Q
=7((Aa-04() - 04(0))][q2]) (Due to the def. of matrix mult.)
= 7((Aa - Oa(w))g2])

= 7(Ba(w,q2))

By induction, the lemma follows. O
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Theorem 5.12. Under Assumption *, the resulting WFA T-approximates the input.

Proof. By applying Lemmas 5.9, 5.10, and 5.11, we find that Vw € ¥* Vgo € @ the following series
of inequalities hold:

Ba(w,qz) < da(w)[l, q2] © Bar(w, 6ar(w)) < 7(Ba(w, g2)). (1)

By multiplying the expressions in Equation (1) with F'(¢2) and 7(F(g2)), we can derive the following
series of inequalities:

Ba(w,q2) © F(gz) < da(w)[l, g2] © Bar(w, 4 (w)) © F(g2)
< 7(Balw,q2)) © F(g2) (2)
<rT

(Ba(w,q2)) © 7(F(g2))-

And by summing over all states in ) we find:

@ Balw, q2) © F(g2) @ dar(w)[l, ¢2] © Bar(w, b (w)) © F(gz)
72€Q 2€Q (3)

< P 7(Ba(w,42) © 7(F(g2)).

2€Q

Next, we will simplify each of the expressions in Equation (3). First, note that for all w € ¥* we
have B, Ba(w, ¢2) © F(g2) = [A|(w). Since 7 is compatible with ©® as well as with @, we find

D, cq 7100, 42)) © T(F(g2)) = 7(|A|(w)). Furthermore,

P 4 W)l g2] © Bar(w, 6.4 (w)) © Flga) = Bar(w, 6.4 (w)) © @ b (w)[l, 32] © F(go)

q2€Q q2€Q
= B (w, 6.4/ (w)) © rowy (6.4 (w))" - pa (4)
= Bar(w, 0 (w)) © F' (a4 (w))
= |A'|(w).

Now, we can simplify the expressions in Equation (3) using Equation (4) and the equalities stated
above, and thus, we find that Yw € ¥*, |A|(w) < |A'|(w) < 7(|Al(w)).

Thus, if Algorithm 4 terminates, the resulting WFA 7-approximates the given input. O
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Now, to summarize:

Theorem 5.13. Let X be an alphabet.

Let (S,®,®,0,1) together with a relation < on S be a totally ordered, commutative semiring such
that S allows mazimal factorization and such that for any ¢ € S with ¢ # 0 Va,b,c € S;a <b <—
a®c<b®cand that Va,b,c € S,a <b < c®a<cO®b.

Let 7: S — S be a range function on S and let A= (Q,I,F,E) be a WFA over S and X.

Then, if the algorithm terminates on the input (A, 1), its output A" is a T-approximation of A.
Proof. This follows directly from Theorem 5.12. O

Thus, we have found sufficient conditions for the suitability of our algorithm. However, our algorithm
may produce suitable output even in situations where some of the conditions in Theorem 5.13 are
not met. This set of conditions simply forms the largest class for which we have been able to prove
suitability.

5.3 Finite Termination

We will now prove (somewhat trivially) that the algorithm terminates for all weighted finite au-
tomata over finite semirings.

Recall, however, that we require a few additional conditions for the suitability of the output of the
algorithm. These may be found immediately above, in Theorem 5.13.

Theorem 5.14. If the semiring S is finite (that is, if it has a finite number of elements), Algo-
rithm 4 will terminate.

Proof. Let us assume that S is finite. In this case, the set of matrices S1H%}*@ is finite too.

Every state of A’ is an element of St:%}X@_ Therefore, at most finitely many distinct states are
added to the queue.

No state is added to the queue twice, therefore Algorithm 4 will terminate if S is finite. O
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5.4 Termination with 7-twins property

Now, we will address the situation where S is infinite. We have adapted a proof from [AKL13| to
prove a sufficient condition for the termination of our algorithm in the case of automata over a
semiring that shares some of the properties of the integers.

We will do so by first assuming that the algorithm does not terminate. Under this assumption, we
will derive some properties of the computation and its (intermediary) output. Finally, by means of
contradiction, we will provide a sufficient condition for the termination of Algorithm 4 on certain
infinite semirings.

5.4.1 Required Properties

For this proof, we will make some assumptions about the semiring, about the WFA itself, and about
the factorization used in our algorithm.

First of all, our semiring S needs to be totally ordered, commutative, and for any a,b € S we need
to have a @ b € {a,b}. This implies that there is a total order on S such that @ is the minimum
with respect to this order. However, this order is not necessarily equal to the order which we will
be using.

Furthermore, the multiplicative monoid (S \ {0}, ®, 1) needs to be cancellative.

Finally, it needs to have the property that any bounded sequence in S has an infinite, constant
subsequence. This is the case if and only if any open range in S is finite.

Our factorization (f,g) needs to be maximal, but we also require an additional property somewhat
resembling the maximality property: for any matrix M e S{b4}*Q} whose upper row is not entirely
0, we need to have mingeq f(q)[u, gl = 1. That is, f needs to scale the minimum of the upper row
of any matrix with a non-zero upper row to fixed point 1.

Note that the semiring (Z U {oo}, min, +, 00, 0) (the min-plus semiring on the integers) has all the
required properties. Furthermore, note that these requirements are quite strict, so strict even that
we have not managed to find a semiring that meets them and is not isomorphic to the min-plus
semiring on the integers.
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5.4.2 Infinite Graphs

In the case that Algorithm 4 does not terminate, infinitely many states as well as infinitely many
edges are added to the set ' during its execution. Note, however, that the queue Q of states that
are to be added to Q' is always finite.

While an edge may be added to the (weighted) edge-set before both of the states it connects are
added to @Q’, these states will always be added to @’ within finitely many iterations of the main
loop.

Equivalently, at any point during the execution of Algorithm 4, we can consider an “intermediary”
graph consisting of all vertices that have thus far been added to @’ and Q as well as all edges that
have been added to E’.

We will refer to the “limit” of this sequence of graphs as G. Furthermore, we will refer to its
(spanning) subgraph containing only those edges that were added in Line 23 of Algorithm 4 as H.
Note that H is a directed tree (with f(g() as its root) and note that H is a spanning subgraph of
G.

Lemma 5.15. The graphs G and H each contain an infinitely long path of distinct vertices.

Proof. Since H is a directed tree with root f(q}), for any vertex v of H there is a unique path of
finite length from f(g() to v, we refer to the length of this path as the level of v.

Next, since any vertex has at most one outgoing edge per symbol of X, for any n € Z>, there are
at most finitely many vertices of level n (to be precise, at most (#X)").

Furthermore, since we have assumed that the algorithm does not terminate, for any n € Z>¢, there
are at least 1 vertex of level n.

Finally, for any n € Z>q, for any vertex w of level n + 1 there is a vertex v of level n such that
there is an edge from v to w.

Thus, due to Kénig’s lemma [K6n27], H contains an infinitely long path of distinct vertices.

Since H is a subgraph of G, this path is trivially also a path in G, therefore G contains an infinitely
long path of distinct vertices. O

Now, recall that the vertices in G and H are S1-#}*®@ matrices. The lower bounds of such states
induce weighted subsets of @@ which in turn induce regular subsets of (). Thus, for any vertex ¢’ € @’
of G we will consider the subset {qg € Q | ¢'[l,q] # 0}. These sets are (roughly) equivalent to the
subsets of the original state space used in the powerset construction. We will write (¢’) to refer to
this subset.

Thus, we may find the following, small result:

Lemma 5.16. For any infinitely long path « in G, there is a subset Py C @ such that there are
infinitely many distinct indices ¢ for which (a;) = Py.

Proof. Since @ has only finitely many elements, there are only finitely many distinct subsets of Q.
By the pigeon hole principle, where the indices i are pigeons and the subsets of @ are the holes, we
may conclude that there must be a hole containing an infinite number of pigeons.

Thus, there is a subset Py C @ such that there are infinitely many distinct indices i for which
(i) = Po. O
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5.4.3 Bounds

Now, let « be an infinite path of distinct vertices of H. Furthermore, let a subset Py C @ be given
such that there are infinitely many indices ¢ for which (o;) = Py. Note that Py # 0, since there is at
most one state ¢ € Q" of which all lower bounds are 0. Finally, let o’ be the (infinite) subsequence
of « consisting of only those states for which (a;) = Fp.

We will derive some properties of a as well as of o’ and we will construct subsequences of o with
certain properties.

Lemma 5.17. There is a state ¢ € Py such that the sequence a}[l, q] is unbounded above or such
that the sequence o[u, q] is unbounded below.

We will prove this by contradiction.

Proof. Let us assume that for all states ¢ € Py, the sequences o[l, ¢] are bounded above and the
sequences o/[u, q] are bounded below.

Let b, € S and b; € S be given such that for all ¢ € Py and for all indices ¢, we have a}[l,q] < by,
as well as of[u, q] > b;.

Recall that:

e every bounded sequence has an infinite, constant subsequence (by the requirements in Sec-
tion 5.4.1), that

e every sequence which is unbounded above has a strictly increasing subsequence, and that

e every sequence which is unbounded below has a strictly decreasing subsequence.
Thus, o’ has a subsequence 7 such that for every q € Py we have:

e either m;[u, ] monotonically decreases and is unbounded or 7;[u, ¢ is constant and

e cither m;[l, ¢] monotonically increases and is unbounded or 7;[l, ¢] is constant.

This is impossible, since in this case for any two indices 7, j with ¢ < j the state 7; is refined by ;
and is added to @’ after m;, even though Line 20 of Algorithm 4 ensures that this never occurs.

Therefore, there is a ¢ € Py such that the sequence «[l, g] is unbounded above or such that the
sequence o [u, g] is unbounded below. O

Lemma 5.18. There is a state p € Py such that the sequence o[/, p] is unbounded above.

Proof. Note that for any state ¢’ added to @' there is a matrix ¢” such that ¢’ = f(¢”) and such
that row, (¢"") = Torow;(¢"). Let such ¢’ be given. Note that row, (¢") is not the constant 0-vector,
since this would imply that all entries of ¢ are 0 and since such a matrix is never added to the
state set @’ of the automaton being generated.

Therefore, we know that for any state ¢’ € Q" we have mingeg ¢'[u,q] = 1, and thus, there is no
q € Q for which the sequence o[u, g] is unbounded below.

Thus, combined with the previous result, we may conclude that there is a state p € Py such that
the sequence o[l, p] is unbounded above. O
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Lemma 5.19. Let v be a sequence of states in )’. Then, there is a state ¢ € @ such that there
are infinitely many distinct indices ¢ for which ~}[u, q] = 1.

Proof. Note that the upper rows of any element of + is not entirely 0, by an argument analogous
to the previous proof.

By our assumption, for any ¢’ € @’ there is a ¢ € @ such that ¢'[u, p] = 1. Therefore, for any index
i there is a ¢ € @ such that v/[u,q] = 1.
Since there are infinitely many distinct indices and finitely many distinct states in @, by the pigeon-

hole principle there is a state ¢ € @ such that there are infinitely many distinct indices 4 for which
!/
Vilu,q] = 1. O

Note that the natural relations of the commutative monoids (Z>g, +,0), (T, +,0) and (Z,+,0) are
each super-relations of their respective usual total orders. This means that one can “subtract” any
lesser element from a greater element (or, when viewed multiplicatively, that one can “divide” any
greater element by any lesser element).

In [AKL13|, Aminof, Kupferman, and Lampert use this property of the non-negative integers to
subtract ¢ times the cost of a run of the cost of another run.

We do not want to restrict ourselves only to monoids where we can perform such subtractions,
therefore we will instead use the Grothendieck group of our multiplicative monoid (S \ {0}, ®,1).

For any two monoid elements ¢, d € (S\ {0}, ®,1), we will write 5 to refer to their difference in the
Grothendieck group of (S'\ {0}, ®,1).

Lemma 5.20. Let a word w € ¥* and two runs o, 3 € Q > Q of w be given. Let ¢,d be the
weights of « and 3, respectively. Then, there is a word v of length at most \Q|2 along with two runs

7,8 € Q ~ Q of v such that

(& C
27

m(f) ~ 7(d)

where e, f are the weights of v and ¢, respectively.

Proof. If w = 0103...0, has length at most |Q|2, we need not prove anything.
Let us therefore assume that w has length greater than |Q|2.

By Lemma 5.1, the set {«, 3} of runs has at least one synchronized loop. Let 4, j be given such that
{a, 8} has a synchronized loop at (i, ).

We will show that the ratio between the cost of a and 7 of the cost of 5 does not decrease if we
remove the synchronized loop at (7, ;) from both « and 3.

Let ¢ and d be the respective costs of the runs o and 5. We will “split” the costs ¢ and d into three
parts each. Let:

® = I(Oéo) @:,::10 E(ama Om+1, am—i—l)v
® Co = @zn_:lz E(cm, 0my1, ¥m1), and

o c3 = F(ay) @"m;lj E(m, Omt1s Cmi1)-
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Let di, do, and d3 be defined analogously. Note that ¢ = ¢; ® ¢co ® ¢3 and that d = dy © do © d3.
Furthermore, note that ¢; ® c3 and d; ® d3 are the respective weights of the runs that are created
by removing the synchronous loop at (4, j) from a and b. Note that these are runs of the same word
of length less than w.

Since the injection of our multiplicative monoid into its Grothendieck completion is a monoid
morphism, we find the following equalities:

7(d) _ 7(d1) ©7(d2) © 7(d3)

1 - 1 ? - C1 ® Co ® C3
T(d) _ 7(di) ©7(d2) ©7(ds) vt
7(d1) © 7(ds) 7(d1) © 7(d3) C _a0aln
c1 ©cs c1Ocs
_ 7(d2) =
1 = 1

Since our automaton has the 7-twins property, and since the injection of our multiplicative monoid
into its Grothendieck completion is compatible with the order on our semiring, we find the following
inequalities:

co < 7(d2) (Due to the T-twins property)
e _ 7(d) , o
T < =S (Since the injection into the Groth. compl. preserves order)

c . 7(d)

By filling in the earlier equalities
c1Ocz ~ 1(dy) ©7(d3) B ¢ ! )

c c1Oc
< 1063 (By multiplying and cancelling out)
7(d) = 7(d1) © 7(ds)
C [GROXE:!

(Since 7 is compatible with ©®)

7(d) ~ 7(d1 ©d3)

Now, note that by removing the synchronous loop at (i, j) we have found a word v = 0102 ...0;0j41...0,
that is shorter than w and for which there are two runs o’ and 3’ with respective costs ¢’ = ¢; ® c3
and d’ = di ® d3 such that

C c

% = 7(d'

~—

Thus, by natural induction on the length of w, there must be a word w of length at most |Q|2 along
with two runs v and § of u with respective weights e and f such that

Cc €

@ =T

~—
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Note that for any word w, there are only finitely many runs of A labelled w. Furthermore, note
that there are only finitely many words of length at most |Q|2. Thus, the set of pairs of equally
labelled paths of length at most |Q|” is finite.

T1

Then, the set of the value that the expression @) takes on where x1 and zo are weights of partial

runs of a word w of length at most \Q|2 is a totally ordered, finite set. Thus, it has a maximal
element. Let the maximal element x and the corresponding x; and x5 be given.

Lemma 5.21. Let w = 0,05...0, € ¥* be an arbitrary word, and let the path a, 8 € I ~> Q be
partial runs of w in A. Furthermore, let ¢,d € S be the respective weights of a and /.

Then, (that is the equivalence class of (¢, 7(d)) in the Grothendieck group of ) is lesser than
x.

Proof. Let w = 0105...0, € ¥* be an arbitrary word, and let the path a, 8 € I ~> Q be partial
runs of w in A.

Furthermore, let ¢,d € S be the respective weights of o and f.
By Lemma 5.20 and by the definition of z, we have

@ ="

O

Lemma 5.22. There is a word w € ¥* such that there are partial runs of w in A with weights ¢, d
respectively such that % > .

Proof. We will consider four different sequences of lower bounds in o”.
The first sequence is (o[l p])iez..,- Recall that it is unbounded above and monotonically increasing.

Our second sequence is (7(a;[l, p]))iez-,- Since 7 is a range function, this sequence is also unbounded
above. It is, however, not necessarily monotonically increasing.

Thus, let an infinite subsequence o/ of o be given such that (7(a}’

tonically. This is our third sequence.

[l,p]))iezs, increases mono-

Our fourth and final sequence is the third sequence scaled by za: xe ® T7(&/[l,p]))icz,- Since
multiplication by a constant preserves order, our fourth sequence is a non-decreasing sequence.
Furthermore, note that the elements of the third sequence are pairwise distinct and that the elements
of the scaled sequence are thus also pairwise distinct, since our multiplicative monoid (S \ {0},-,1)
is cancellative.

Thus, the fourth sequence is unbounded above, since it is bounded below by x1 - a’[l, p] and since
any bounded sequence over S has an element that repeats infinitely.

Therefore, there is an 4 such that
1 - 7(af [l q]) < o[, p] - 2.

In other words, there is an i such that



Thus, due to Lemma 5.6, there is a word w € ¥* such that there are partial runs of w in A with
weights ¢, d respectively such that ﬁ > . O

Theorem 5.23. Thus, if our semiring and factorization have the described properties, the algorithm
terminates on any WFA that has the T-twins property.

Proof. Since we have found two contradicting results in Lemma 5.22 and Lemma 5.21, we may
conclude that our assumption was incorrect. U

And, to summarize:

Theorem 5.24. Let ¥ be an alphabet. Let (S,®,®,0,1) be a totally ordered, commutative semiring
such that for any a,b € S we have a®b € {a, b}, such that the multiplicative monoid (S\ {0}, ®,1)
is cancellative, such that any bounded sequence in S has an infinite, constant subsequence, and such
that it permits maximal factorization of its matrices.

Let (Q,1,F,E) be a WFA over S and ¥ and let 7: S — S be a range-function on S.

Finally, let us assume that there is a mazimal factorization (f,g) of SI-“IX@ such that for any
matric M e STu>QY whose upper row is not entirely 0, we have mingeq f(q)[u,q] = 1. Let such
a factorization be given arbitrarily.

Then, Algorithm 4 terminates on the input ((Q, I, F,E),T) if the aforementioned factorization is
used.

Proof. This follows directly from Theorem 5.23. O
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6 Conclusion

We defined a general notion of approximate determinization of weighted automata by generaliz-
ing definitions from [AKL13|. In Algorithm 4, we have provided an algorithm to approximately
determinize weighted automata.

In Theorem 5.13, we have proven that our algorithm is correct for certain inputs (that is, it produces
correct output if it terminates).

Furthermore, we have shown that our algorithm terminates in the case that the weighted automata
in question are defined over a finite automaton (see Theorem 5.14).

Finally, in Theorem 5.24 we have provided another sufficient condition for the termination of our
algorithm in the case of weighted automata over semirings with certain properties. However, we
have not found an infinite semiring that has the required properties and is not isomorphic to the
min-plus semiring on the integers.
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7 Further Research

While writing this thesis, we stumbled across several potentially interesting areas of future research.
We will describe a selection in this section.

7.1 Other termination conditions

It is fairly easy to construct weighted automata that do not meet either of our termination conditions
such that our algorithm still terminates and produces a correct output on these automata. This
suggests that there may be other classes of weighted automata on which our algorithm terminates.

Particularly, it may be possible to laxen the conditions set on the semiring or the factorization by
strengthening the conditions set on the automaton (and vice versa).

7.2 Subsemirings

Additionally, while our conditions for termination and adequacy are quite strict, it is possible to
apply our algorithm to weighted automata over semirings that do not meet our conditions in the
case that the weights of such an automaton are part of a sub-semiring that does meet our conditions.
In [AKL13], Aminof, Kupferman, and Lampert use this “trick” as part of their proof of a sufficient
condition for the termination of their algorithm.

It may be interesting to rigorously describe when such a “trick” is possible.

7.3 Alternate notions of approximation

Finally, exploring alternate definitions of approximate equivalence may give rise to interesting,
similar algorithms, or to wholly different ones.
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