
ICT in Business and the

Public Sector

Disruptive technology and firm performance:
Analyzing disruptiveness in firm patent portfolios

Name: Ruben Klijn

Student-no: s1681907

Date: August 11, 2020

First Supervisor: Jian Wang

Second Supervisor: Frank Takes

Master’s Thesis

Leiden Institute of Advanced Computer Science (LIACS)

Leiden University

Niels Bohrweg 1

2333 CA Leiden

The Netherlands



Master’s Thesis Klijn

Abstract

Innovation plays an important role in company performance. A commonly asked
question is whether a company should exploit the knowledge it already has or explore
in search of something completely new. Previous works that study the balance
between conducting exploring and exploiting innovations assume a relatively simple
dichotomy between exploring and exploiting innovations. This research tries to fill
the gap in the literature by making use of a sophisticated method (incorporating a
patent citation network) of determining how explorative (disruptive) or exploitative
(stabilizing) innovations really are on a continuous scale. This allows for looking
at the true composition of innovations within firms, something that has not been
done before in this context. Furthermore, this research uses a large scale panel data
set constructed from multiple data sources to find the distribution of exploring and
exploiting innovations that is optimal for firm performance. In order to achieve
this, 21 years worth of patent data from six different technology fields are utilized
as a way of capturing and analyzing innovation. By making use of a large patent
citation network (consisting of over 1.9 million patents (nodes) and more than 7.6
million edges), each patent is classified on a continuous scale from -1 to 1. Here,
-1 means that the patent is maximally stabilizing and 1 means that it is maximally
disruptive. This results in an unbalanced panel data set including 415 companies
and 3414 observations. By using fixed effects OLS and quantile regression models to
analyze firm patent portfolios, this research concludes that having a relatively large
number of stabilizing patents while, at the same time, having only a few destabilizing
patents increases innovative performance. It is also observed that investments in
disruptive innovation make sure that the company hits a good baseline in terms of
minimal financial performance, while not significantly raising the chance of reaching
extreme success. Furthermore, a patent portfolio that is more varied in terms of
disruptiveness is likely to result in higher innovative performance.
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1 Introduction

Innovation is important for good reasons: most industry leading companies tend to
be innovative and embrace innovation to large extends [Purcell, 2019]. The impor-
tance of innovation to firms has been studied extensively on different levels like firm
productivity [Rao et al., 2001] and overall firm performance [Wang and Wang, 2012].
Nevertheless, it is not enough to just state the importance of innovation as companies
also need to know how they should innovate, which is the focus of this work.

In order to research this, the extend to which a company is innovative needs to
be measured. A good and established way of measuring innovation is by analyzing
patents [Abraham and Moitra, 2001]. Besides, innovation can generally be classified
as either exploring or exploiting. Exploration of ideas and concepts is based on ele-
ments such as discovery, experimentation and innovation, while exploitation of ideas
and concepts is based on efficiency, production and execution [March, 1991]. Explor-
ing patents (also known as disruptive patents) are about novelty, doing something
that has not been done before, and exploiting patents (also known as stabilizing
patents) are about exploiting prior knowledge and experience.

Given these two types of patents, what should a company do? Should it invest in
more exploiting inventions or exploring inventions in order to optimize firm per-
formance? This question is addressed in some scientific works ([Artz et al., 2010]
[Uotila et al., 2009] [March, 1991] [Gupta et al., 2006]). In general, these works con-
clude that it is vital for a company to invest in both exploitation and exploration.
Within existing literature, patents can be looked at in one of two ways:

1. A patent can either be fully exploring or fully exploiting. In this case, re-
search can be performed on the share of exploring patents a company owns
([Verhoeven et al., 2016] [Geerts et al., 2017]).

2. A patent can be exploring or exploiting to a certain degree. Here, research can
be performed on the the distribution of the degree [Funk and Owen-Smith, 2016].

The former method has been used in order to research the amount of exploring and
exploiting activities that is optimal for firm performance [Belderbos et al., 2010].
However, it assumes a simple dichotomous way of patent novelty classification.
This work offers an improvement by using a more sophisticated way of determin-
ing patent novelty on a continuous scale by incorporating a patent citation network
[Funk and Owen-Smith, 2016]. This allows for studying the composition of patents
within a patent portfolio in detail to look for the characteristics of patent portfolios
that result in optimal firm performance, which is something that previous works
have not achieved yet. To study this, the following research question is made:
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What is the optimal distribution of exploring and exploiting patents that will maxi-
mize a company’s innovative and financial performance?

To answer this research question, concepts and techniques of several fields are com-
bined. Firstly, the field of network science plays an important role due to incor-
poration of a patent citation network. Secondly, there are databases available that
hold large amounts of patent data and firm performance data. So, knowledge from
the field of data science is also applied in order to construct and work with a large
data set from various databases. Thirdly, the field of economics/business is vital to
extract knowledge from the data and to answer the research question. Therefore,
this work combines techniques from network science, data science and economic-
s/business in order to answer the research question, which helps this work to stand
out from other works.

By making use of 21 years of patent data, patent portfolios of a large number of
companies are constructed. For each of these patents, their disruptiveness on a
continuous scale is calculated using a large patent citation network consisting of
over 1.9 million patents (nodes) and more than 7.6 million edges. This results in a
data set consisting of 415 companies and 3414 observations in total to experiment
with. By using fixed effects OLS and quantile regression models, patent portfolios
are analyzed to find characteristics that result in optimal innovative and financial
firm performance. Financial performance is measured by Return On Assets (ROA),
innovative performance is measured by looking at citations and the number of patents
in a patent portfolio.

The work concludes that, in general, owning more exploiting patents while having
a relatively small number of exploring patents is likely to result in better firm per-
formance. Also, a more varied patent portfolio in terms of disruptiveness leads to
improved innovative performance, while having relatively more disruptive patents
results in lower innovative performance. Additionally, companies in the lower quan-
tiles benefit most from having more exploring innovations as it allows them to obtain
a good minimum of financial performance. However, this does not significantly im-
prove the chances to achieve extreme success.

This work adds to existing theory by providing new knowledge by applying a sophis-
ticated patent classification measure combined with a relatively large data set. In
terms of business practice, this works provides added insights on what the optimal
patent portfolio should look like regarding various firm performance indicators.

The document starts with a literature review after which methods and data used in
performing the research are explained in detail. Then, the experiments and results
are discussed before ending with a conclusion.
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2 Literature Review

This chapter consists of a literature review to shed some light on various related
topics. First, general works that utilize patent analysis are mentioned, after which
literature on the exploitation-exploration problem related to firm performance is
discussed. This is followed by a description of various patent classification measures
and a brief statement about the positioning of this work.

2.1 Patent Analysis
Patents serve the purpose of protecting intellectual property. In modern day and age,
however, patents get used in different ways. For example, they serve the purpose
of being a tool for guiding companies to improved performance and competitive
advantages [Rivettte and Kline, 2000]. This shows that patent data can be used
and studied in various ways. Some of the ways patent data can be looked at and
used in research are mentioned next.

2.1.1 Bibliographic And Value Creation Approach
There exist two approaches for researching patent data: a bibliographic approach
and a value creation approach [Grimaldi et al., 2015]. Patents are a source of bibli-
ographic patent information that consists of elements like the entity that owns the
patent, the people that created the invention, citations and patent classifications.
This allows for the construction of, for example, patent citation networks that can
be analyzed and improved.

An example of the application of the bibliographic approach consists of bridging
the gap between science and technology. This can be done by the analysis of sci-
entific references that occur within patents in order to find patterns between sci-
ence creation and technological development [Verbeek et al., 2004]. Furthermore,
the bibliographic approach can also be extended with other techniques from differ-
ent fields such as text mining. This was applied to create a new kind of document
retrieval system with improved search accuracy in order to improve patent analysis
[Liu et al., 2011].

These examples of the application of the bibliographic approach in scientific re-
search were given to emphasize one of its disadvantages: it is difficult to use the
bibliographic approach on its own to enhance company performance directly. If,
however, the bibliographic approach is extended with information and techniques
from elsewhere (for example, with the help of computer science techniques as was
the case with the last example), it becomes easier to apply it directly to a business
context.

The value creation approach revolves around utilizing the strategic and economic
value that patents can hold. Often, the end goal is to improve a company’s value by
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studying the effects that technology and innovation have on company performance.
This can be achieved by combining bibliographic patent data with data from other
databases. It can include the addition of financial data, but also company descriptive
data or forms of historical data.

This research makes use of both value creation approach and the bibliographic ap-
proach. The bibliographic approach is applied by studying the disruptiveness of
patents using a patent citation network, while the value creation approach is applied
in analyzing the effects of patent portfolios on company performance.

2.1.2 Network Science
The field of network science is involved in the analysis of patent data in numerous
other works. The nature/composition of bibliographic patent data allows for the
creation of several types of networks. One of these types consists of co-authorship
networks, which allows for studying relations between the co-authors/inventors of
patented innovations. Such a network gives possibilities for the analysis of knowl-
edge flows [Breschi and Lissoni, 2005], the collaboration process involved in creating
patents [Bergek and Bruzelius, 2010] or firm performance related to firm collabora-
tion [Powell et al., 1999].

Another type of network involved in patent analysis is the citation network in which
links are formed between patents that cite (or get cited by) other patents. There are
numerous works that analyze patents this way in order to, for example, study the
diffusion of technologies [Chang et al., 2009], the prediction of emerging technologies
[Erdi et al., 2012] and technology evolution over time [Martinelli, 2010]

2.1.3 Data Science
Besides constructing networks, there are other ways of extracting and analyzing
patent data. For example, text mining approaches proved to be another valu-
able method of analyzing patents. Such methods have been used for monitor-
ing emerging technologies [Joung and Kim, 2017], analyzing firm patent portfolios
[Fattori et al., 2003] and patent evaluation [Han and Sohn, 2014].

No matter the approach of analysis of patent data, having sufficient data is impor-
tant. It is not uncommon in patent analysis studies to incorporate relatively small
data sets, often focused on a particular type of innovation (like LED technology
[Choi and Hwang, 2014]), technology field or business sector (like the wellness-care
industry [Kim and Bae, 2017]). However, especially when working with network
data, the boundary specification problem should be taken into account when choos-
ing a subset of data to make sure that results are reliable [Laumann et al., 1983]
.
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2.2 Exploration, Exploitation And Firm Performance
The link between exploration, exploitation and firm performance is explained next,
together with other literature related to the subject. After that, light is shed on
works about determining the balance between exploitation and exploration related
to firm performance.

2.2.1 The Importance Of Balance
It is important to know why companies need to find a balance in exploration and ex-
ploitation. A company should devote sufficiently enough resources to exploration to
achieve good future performance, while simultaneously, enough resources should go
to exploitation to ensure good current performance [March, 1991]. This is explained
by two phenomena: the success trap and the failure trap [Levinthal and March, 1993].
The success trap entails that a company focuses on exploitation too much because
of the short-term successes that come along with exploitation. This behavior can
cause obsolescence due to the fact that long-term profits (both in terms of money
and knowledge) that come from exploratory activities are ignored.

On the contrary, the failure trap occurs when a company focuses too much on ex-
ploration. Exploratory activities have a high risk of failure. After such a failure,
the company that focuses on more exploratory activities invests in more exploration
because of the high-risk high-reward nature , which is likely to fail and initiate more
exploration. This vicious circle repeats itself over and over again while no profits
are being made, which can be detrimental to a company.

Other works have also concluded that a mixture of both exploring and exploit-
ing research is needed to optimize technological performance [Geerts et al., 2017].
Besides, an imbalance in patents where there is too much focus on exploratory
patents leads to bad company performance, as more money is spent on researching
rather than making profit [Gupta et al., 2006], which is in line with the findings of
Levinthal and March. So, it is important for a firm to become (simultaneously)
ambidextrous, which means that it should participate in both exploring and exploit-
ing activities at the same time, resulting in being more successful in the long run
[Tushman and Iii, 2006].

According to many other works, there seems to be a positive relationship between
ambidexterity and firm performance, while being either too much or too little am-
bidextrous as an organization is likely have negative consequences on firm perfor-
mance [O’Reilly and Tushman, 2013]. Furthermore, there exist complex interaction
effects between ambidexterity and many contextual factors like discipline, trust and
support within organizations or the type of industry the organization operates in
[Junni et al., 2013] [Gibson and Birkinshaw, 2004]. So, ambidexterity plays a big
role in how a firm performs both in the short and long run.
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2.2.2 Determining the balance
It has become clear that a good balance between exploitation and exploration within
an organization is necessary. The next question then becomes what this balance
should look like to improve firm performance. Some work has been done on this
particular topic. For example, is has been observed that there exists a positive
relationship between exploiting inventions and financial company performance, while
there was a negative relationship between exploring inventions and financial company
performance [Artz et al., 2010].

In addition, there exists a curvilinear relationship between a firm’s degree of ex-
ploration and financial performance that is mediated by industry R&D intensity
[Uotila et al., 2009]. Based on this work, research has been done that was partly
devoted to finding the balance of exploring and exploiting technologies that is opti-
mal for company performance. It concluded that having a 39% share of exploring
patents (and, thus, having a 61% share of exploiting patents) results in the best
performance for most companies [Belderbos et al., 2010]. Furthermore, during the
process of classifying patents, they used a method that classifies a patent as either
fully exploiting or fully exploring. They also used eight years worth of longitudinal
data, incorporating data of 168 Japanese companies in their research.

2.3 Measuring Exploration And Exploitation
Patents can be used in various ways to measure the degree of exploratory and ex-
ploitative activities a firm participates in. One way of doing this is the ”novelty
in recombination“ indicator, which makes use of International Patent Classification
(IPC) classes [Verhoeven et al., 2016]. A patent can be classified with one or more
IPC classes. According to this measure, if a patent has a combination of IPC classes
that has been observed in earlier patents within the company over the last x years
(for example, 10 years [Kovács, 2019]), a patent/innovation is familiar and, there-
fore, exploiting. If, on the other hand, that specific combination of IPC classes has
not been observed before with other patents a company owns, the patent can be
considered as novel (exploring).

A similar way classifying patents as exploiting or exploring is proposed by Geerts et
al. and makes use of patent technology fields [Geerts et al., 2017]. According to this
measure, if a company has not been active in a patent’s technology field(s) in the
previous five years, the patent is considered to be novel (exploratory). Additionally,
if a company has only been recently in the patent’s technology field (less than three
years of experience), the patent is also exploratory due to a lack of experience in
that field. Otherwise, the patent is classified as exploiting.

Lastly, there is also a more sophisticated measure of disruptiveness (novelty) called
the CDt index [Funk and Owen-Smith, 2016]. It calculates an index that determines
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to what extend a patent is consolidating or destabilizing, hence the name CDt index.
Specifically, it calculates a patent’s disruptiveness on a continuous scale of -1 (fully
stabilizing/exploiting/consolidating) to 1 (fully disruptive/exploring/destabilizing)
based on a patent citation network. Conceptually, it works as follows: let’s say there
is a patent A. If future patents only cite patent A and none of the patents A itself
cites, patent A is fully destabilizing since it renders the patents before it obsolete. If,
on the other hand, future patents cite mostly the patents cited by patent A, patent
A is classified as a stabilizing patent.

2.4 Positioning The Research
This research tries to fill the gap in the literature that exists in studying the effects
of patent portfolios of companies and deviates from the already existing works in
a couple of ways. First of all, this research makes use of a patent classification
method that classifies patents using a continuous scale, meaning that a patent will
be exploiting and exploring up to a certain extend. So, contrarily to other works,
no binary patent classification method is used and no dichotomy is assumed in this
research. Secondly, as said before, it is not unusual to work with a smaller subset of
data in these kinds of works. However, a large data set is used in this research and
is composed of data from multiple databases: 21 years of longitudinal patent data
enriched with company financial data is incorporated. Lastly, current literature has
not researched the optimal distribution of patents in detail yet within these limits.
In fact, this work looks at the composition of patents within the patent portfolios of
companies, which is something that has not been done before. This work will fill the
gap in the literature by studying distributional statistics of patent portfolios that
will maximize firm performance on a relatively large data set.
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3 Data & Methods

The choices regarding data and methods that are utilized in this research are ex-
plained below. This chapter starts with an introduction to the patent novelty mea-
sure that is used in order to determine to what extend patents are stabilizing or
disruptive. Then, the process of constructing the data set is shown in detail and
dependent as well as independent variables are discussed. The chapter ends with an
explanation of the method.

3.1 Patent Disruptiveness Measure
Fundamental to this research is the patent data on which the entire data set is based
upon. Before telling in detail which patent data specifically is used, it is necessary
to explain the method of assigning novelty scores to patents.

The novelty measure that was incorporated in this work is the one from Funk and
Owen-Smith called the CDt index [Funk and Owen-Smith, 2016]. This novelty mea-
sure is chosen because is provides an intuitive way of measuring a patent’s degree
of disruptiveness based on a patent citation network. In a citation network, forward
citations can indicate importance of an innovation [Trajtenberg, 1990], whereas back-
ward citations can measure how incremental the innovation is (in other words, how
much it relies on previous knowledge) [Lanjouw and Schankerman, 2001].

Conceptually, the CDt index is sound because it takes both forward and backward
citations into account in calculating disruptiveness. It does this by determining to
what extend a patent renders the patents that it cites obsolete based on the citations
the patent receives relative to the patents that it cites.

In practice, the CDt index classifies patents on a scale of -1 to 1, where a patent with
a CDt index of -1 means that the patent is maximally stabilizing, while a patent
with a CDt index of 1 is maximally disruptive. In this context, disruptive means
that a patent is novel, something that has not been done before and challenges the
status quo. Stabilizing means that a patent is more exploiting, utilizing what was
already known before.

This measure makes use of a citation network G = (V1, V2, V3, E) This is a directed,
acyclic graph. Let:

• E represent the edges in the graph.
• V1 be the focal patent f , that is, the patent of which we want to calculate the
CDt index.

• V2 be the set b of patents that are cited by the focal patent f
• V3 be the set i of patents that cite f , any of the patents in b or both.
• t be the time.

11
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Then, the CDt index is calculated as follows:

CDt =
1

nt

n∑
i=1

−2 ∗ fit ∗ bit + fit
wit

, wit > 0

where:

• fit =

{
1 if i cites focal patent f,
0 otherwise

• bit =

{
1 if i cites any patent of b,
0 otherwise

• nt = the number of forward citations in i

• wit is a matrix containing weights for patent i at time t denoting how important
patent i is in the citation network

If a focal patent scores 1 according to this novelty measure, it means that the focal
patent is maximally disruptive and, therefore, is focused on exploration. And if a
focal patent scores -1, the focal patent is maximally stabilizing, which means that
the focal patent is focused on exploitation. Lastly, if a focal patent scores 0, it is
undefined whether the focal patent is focused on exploration or exploitation.

In this research, like Funk and Owen-Smith did in their work, the value of wit will
be held constant at 1 for simplicity. Determining appropriate values for wit is out of
scope for this research, but might be done in future work.

3.1.1 Example
Figure 1 shows an example of a patent citation network. The CDt index for f is
calculated as follows:

• For patent i1: −2 ∗ f1t ∗ b1t + f1t = −2 ∗ 1 ∗ 0 + 1 = 1
• For patent i2: −2 ∗ f2t ∗ b2t + f2t = −2 ∗ 1 ∗ 0 + 1 = 1
• For patent i3: −2 ∗ f3t ∗ b3t + f3t = −2 ∗ 1 ∗ 0 + 1 = 1
• For patent i4: −2 ∗ f4t ∗ b4t + f4t = −2 ∗ 1 ∗ 0 + 1 = 1

This leads to:

CDt =
1 + 1 + 1 + 1

4
= 1

From this, we can conclude that the focal patent f is maximally disruptive and,
therefore, is focused on exploration.
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f

b1

b2

b3

i1

i2

i3

i4

Figure 1: An example patent citation network were the focal patent f is maximally
disruptive.

Figure 2 shows another example of a patent citation network. The corresponding
CDt index for f in this network is calculated as follows:

• For patent i1: −2 ∗ f1t ∗ b1t + f1t = −2 ∗ 1 ∗ 1 + 1 = −1
• For patent i2: −2 ∗ f2t ∗ b2t + f2t = −2 ∗ 1 ∗ 1 + 1 = −1
• For patent i3: −2 ∗ f3t ∗ b3t + f3t = −2 ∗ 1 ∗ 1 + 1 = −1
• For patent i4: −2 ∗ f4t ∗ b4t + f4t = −2 ∗ 1 ∗ 1 + 1 = −1

This leads to:

CDt =
−1 − 1 − 1 − 1

4
= −1

From this, we can conclude that the focal patent f is maximally stabilizing and,
therefore, is focused on exploitation.
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f

b1

b2

b3

i1

i2

i3

i4

Figure 2: An example patent citation network were the focal patent f is maximally
stabilizing.

3.2 Constructing The Data Set
The construction of the data set is divided into two general steps which are shown
below. The first step is about the construction of the patent citation network and
the second step sheds light on the way patents are linked to their companies.

3.2.1 Creating The Patent Citation Network
The disruptiveness measure explained earlier works with a patent citation network.
In order to construct this network, numerous decisions regarding data selection need
to be made. The raw patent data was retrieved from the PATSTAT database,
maintained by the European Patent Office [EPO, 2020]. The PATSTAT database
holds legal and bibliographical event patent data from countries worldwide, which
makes it suited for (large scale) statistical analyses. From this database, a selection
of focal patents, all patents that are cited by these focal patents and some other
information about all patents involved (such as filing dates and technology fields)
are retrieved as well. With this, it is possible to build a patent citation network.

For this research, the decision is made to use patents granted by the United States
Patent and Trademark Office (USPTO) and filed from the beginning of 1980 until
the end of 2000 as focal patents. In total, this yields 21 years of patent data, which
results in a relatively large data set.

The patent data is further restricted by the use of technology field selection. A patent
can be assigned to one or more technology fields to which it is most applicable. These
technology fields are determined by the World Intellectual Property Organization
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(WIPO) and the technology fields themselves used in this research originate from
the IPC8 Technology Concordance table (updated last in July 2019).

Initially, this research focused only on focal patents assigned to technology field
number 16, which is the field of pharmaceuticals. This is a fast moving, innovative
field, which is why it is interesting for this research. The relationship between
technology field 16 and other technology fields is shown in Table 1. This table shows
the top-6 technology fields that are linked strongest to technology field 16 in terms
of the number of times they got cited by the focal patents from technology field 16.
The full table can be found in Appendix A.

For example, Table 1 shows that the focal pharmaceutical patents cite other phar-
maceutical patents the most (650.173 times), while organic fine industry patents got
cited by pharmaceutical patents second most with 400.342 citations. Please note
that the number of links/citations to these fields is relatively high due to the fact
that patents can be related to multiple technology fields.

Table 1: The Top-6 Technology Fields And Their Relationships

Technology Field Field Name Abbr. Number Of Citations
16 Pharmaceuticals Pharm 650.173
14 Organic Fine Industry OFI 400.342
15 Biotechnology Bio 278.733
13 Medical Technology Med 119.625
11 Analysis Of Biological Materials AOBM 68.882
19 Basic Materials Chemistry BMC 66.609

The top-6 technology fields that showed the strongest relationship with technology
field 16 (including their technology field names and abbreviations) based on the
number of times patents from the technology fields got cited by the focal patents
from technology field 16. Note that one patent can be assigned to multiple technology
fields.

The decision is made to include patent data from technology field 11, 13, 14, 15
and 19 to the data from technology field 16 because of the fact that these fields
appeared in the top-6 shown in Table 1. The strong relations between the fields
make sense as they all include research related to medicine, chemistry, health care
and technologies needed to create and use these inventions. Because these fields
generate a large amount of patents, they are well suited for patent analysis purposes
[Breitzman and Thomas, 2002]. This decision results in the patent citation network
that contains:
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• All patents filed at the USPTO from the beginning of 1980 until the end of
2000 that belonged to technology fields 11, 13, 14, 15, 16 or 19. These patents
will be used as focal patents.

• For each focal patent, all of the patents cited by the focal patents are included
without any restrictions.

• All patents from any other field that cite any of the focal patents in the data
set are included without restrictions.

• Of course, the corresponding edges between patents are included to complete
the citation network.

Using the patent citation network described above, the novelty measure of Funk and
Owen-Smith is applied to all focal patents. However, some patents are older than
others and, therefore, could have had more time to gather citations than patents that
are newer. Moreover, research has shown that a peak in citations is reached within
the first 5 years after introduction of a patent [Jaffe and Trajtenberg, 2002]. This
is why the decision is made to include only relevant patents that are filed within a
period of five years after the focal patent was filed in V3 for the specific focal patent
in V1 in the calculations of the novelty scores. Like this, it allows for a fair way to
calculate the CDt index for each focal patent.

If we were to count all of the patents that are included in V3 for the CDt index
calculations for all focal patents, the total accumulated number of patents in V3

would be 113.710.830 without the five year restriction. With the five year restriction,
however, this number is brought down to 113.661.036. This means that, with the
five year restriction, 113661036

113710830
∗ 100% ≈ 99.96% of all possible patents in V3 are used,

which means that the five year restriction does not have a large impact on the results
while at the same time confirming the findings from Jaffe and Trajtenberg.

3.2.2 Creating Patent Portfolios For Companies
The next step is to link the focal patents with valid novelty scores to the company
to which they belong. For this, data provided by the National Bureau of Economic
Research [NBER, 2020] was used. This data set provides the links between U.S.
patent data from 1976 to 2006 and the companies to which they are assigned via
Compustat. Now that the focal patents are linked to a company, it is possible to
create a patent portfolio for each company: a patent portfolio is made up from
the focal patents within the data set that belong to that company. Note that the
patent portfolio for a company can vary each year. Now, the data set includes the
patent portfolios for each company for all available years between 01-01-1980 and
31-12-2000 (which means that there is a panel data structure).

Lastly, for each year and for each company in the data set, company financial
data is added for dependent variable construction. This financial data is retrieved
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from the Compustat financial database and includes financial data on the earn-
ings before interest and the value of total assets for each company and each year
[Compustat, 2020]. This results in an unbalanced panel data set, where each obser-
vation consists of a year worth of company data.

3.3 Dependent Variables
The four dependent variables are discussed below. First, three dependent variables
for measuring a firm’s innovative performance are explained before going over the
dependent variable for measuring a firm’s financial performance.

3.3.1 Innovative Performance
There exist numerous ways in which the innovative performance of a company could
be measured. One way of measuring innovative performance is by counting the num-
ber of patents a company owns. Examples of works in which this measure is applied
are the work of Furman and Hayes about studying innovative performance in eco-
nomic growth areas [Furman and Hayes, 2004] and the work done by Beneito about
the differences between in-house and contracted R&D performance [Beneito, 2006].
Other used ways of measuring innovative company performance include using the
number of products that are patented [Laforet, 2008], the number of patents that are
significant [Alsharkas, 2014], the market value of patents [Koski and Mäkinen, 2009]
and R&D expenditures [Noori et al., 2017]. Each performance measure offers differ-
ent perspectives of looking at innovative performance. Therefore, this work uses
three different innovative performance measures that cover innovative productivity
and quality.

Productivity
Firm productivity can be measured in various ways that incorporate different kinds
of data. For example, methods exist that try to calculate productivity by taking firm
financials and descriptive characteristics into account ([Dabla-Norris et al., 2012]
[Chen et al., 2011] [Delgado et al., 2002]). However, a simpler way of measuring
productive performance is counting patents, because patent counts are probably the
most direct way of measuring firm productivity when it comes to innovation since
it maps directly to the innovative output of a company [Pakes and Griliches, 1980].
Because of this, the patent count (number of patents) within a company’s patent
portfolio is going to be used as a dependent variable.

Quality
The average number of citations is also interesting to incorporate in this work due
to the focus on quality of patents. There can be cases where a company has got ten
patents in its portfolio, of which nine patents get cited only very few times while
one patent gets cited a lot of times. In terms of total citations, the company has
a decent innovative performance. However, when looking at average citations, it
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shows that the quality of all patents is not as good as the total citations make it
seem. Therefore, to make a judgment on the relative innovative performance of a
company, average citations of the patents within a company’s patent portfolio is
used as a dependent variable as well.

Besides this, the number of times patents owned by a company got cited is also used
as a measure of innovative company performance. It has been shown in previous
studies that counting patent citations is a valid way of measuring a company’s in-
novative performance [Hagedoorn and Cloodt, 2003]. According to Hagedoorn and
Cloodt, this depends on the basic assumption that there exists a positive relation-
ship between the the number of citations a patent acquires and the quality of the
patent. So, the total number of citations within a company’s patent portfolio is
also used as a dependent variable. However, bare in mind that this measure might
be over-dominated by quantity of patents. To account for the company size effect,
control variables for the number of patents and firm size in terms of the number of
employees will be incorporated in this research.

Please note that for average citations, the number of patents and total citations,
the log transformed variables are used. These variables are highly skewed and it is
common practice to apply a log transformation in these cases. Upon further analysis,
experiments showed that the R2 value of the regression models increased when the log
transformed variables were used compared to the standard, raw variables. The log
transformation means that results should be interpreted differently: the models show
changes to the dependent variable in percentages when the independent variable
changes by 1.

3.3.2 Financial Performance
In other works, many measures for financial company performance are used. Some of
these works make use of stock market valuation [Jayaraman et al., 2000], operating
income ratios [Huson et al., 2004], Return On Assets (ROA) [Larcker et al., 2013]
and Tobin’s Q [Ghani and Ashraf, 2005]. Originally, the idea was to use Tobin’s Q
as a measure for firm performance. Although this firm performance measure is used
frequently in other works, it is relatively hard to compute because it has a large
number of components/variables that are needed in calculations. As a result, over
half of the data set became unusable due to missing values for at least one of the
components of the formula.

This meant that a simpler measure for firm performance was required. ROA is
another firm performance measure that has been used extensively in other works
and provides a way of reflecting the financial strength of a company in the long
run [Baer and Frese, 2003]. ROA can be calculated in different ways and for this
work, the method used by Fooladi and Chaleshtori was chosen because of its simplic-
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ity [Fooladi and Chaleshtori, 2011]. Within the context of this work, the following
formula is used:

ROA =
Earnings Before Interest

Total Assets

Unlike Tobin’s Q, for all companies in the data a ROA value could be calculated.
This is probably due to the fact that earnings before interest and total assets are
values that can be found on almost every balance sheet, while Tobin’s Q incorporates
some variables that do not always need to be specified. Therefore, ROA was used
as a dependent variable for measuring firm performance.

3.4 Independent Variables
In total, six independent variables are incorporated in the research, three of which are
added as control variables. First, the three most important independent variables
(which tell something about the patent portfolios) are explained, after which the
three control variables are mentioned.

3.4.1 Patent Portfolio Distribution Statistics
For each company, for each year, basic information about patent portfolios is known.
We know how many patents a company has within the patent citation network and
we know of each of those patents the novelty score. This allows for building a
distribution of novelty scores within the patent portfolio of a company. Consequently,
information from these distributions can be captured and used to study their effects
on the company performance. Specifically, the first, second and third moment of
these disruptiveness distributions are used for this purpose.

The first moment gives the disruptiveness mean, the second moment gives the dis-
ruptiveness variance and the third moment gives the disruptiveness skewness. Re-
member that, if a company’s patent portfolio distribution has a mean of -1, the
company has patent portfolio that focuses on stabilizing patents, while a patent
portfolio distribution with a mean of 1 shows that a company is more focused on
disruptive patents.

Similarly, a low disruptiveness variance shows that the patents within the patent
distribution have similar scores that are close to each other (this gives a more focused
portfolio). A high disruptiveness variance indicates that the patents within the
patent portfolio are more spread out and that the portfolio is less focused on a
particular type of patent. Lastly, a disruptiveness skewness of -1 implies that the
patent distribution is skewed left, while a disruptiveness skewness of 1 implies that
the patent distribution is skewed right.

Distributional statistics are captured for each company for each year. However,
it takes more than one year for a patent to have full effect on firm performance.
Research has shown that there is approximately a two to three year gap between
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the ”release“ of a patent and its effect on firm performance [Ernst, 2001]. This
shows that it is important to capture the effect of the patent portfolio distributions
over time. Additionally, this research makes use of an unbalanced panel data set.
Therefore, mean, variance and skewness of the portfolio distributions will be averaged
over a three year time period.

For example, for company A in the year 1994, the disruptiveness mean independent
variable is equal to the average disruptiveness values of patents in the portfolios at
1991, 1992 and 1993. The variance and skewness values are calculated in the same
way, they are all statistics based on patents in the patent portfolios of the previous
three years. If it is not possible for a company to calculate three year averages (for
example, when a company occurred in the data set for only three years or less), the
data is not considered during this research.

3.4.2 Control Variables
Three control variables are used in this research, namely the number of employees
a company has, the number of patents a company owns and the average citations
within a patent portfolio. The number of patents and average citations are lagged
dependent variables. They are added as control control variables because they re-
main relatively stable through the years, meaning that the values of these variables
in previous years are likely to affect the values in the current year. Therefore, a
three year lag was introduced to these variables similar to the lagged disruptiveness
mean, variance and skewness variables. Note that all of the control variables are log
transformed.

3.4.3 Overview Of Variables
Table 2 presents an overview of the four dependent variables and the six independent
variables and provides a short description.
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Table 2: Overview Of All Dependent And Independent Variables

Variable Description
Patents (ln) The total number of patents a company has in the cur-

rent year. (log transformed).

Avg. Citations (ln) The average number of citations that come from the
patents in a company’s patent portfolio (log trans-
formed).

Total Citations (ln) The total number of citations that come from the
patents in a company’s patent portfolio (log trans-
formed).

ROA Return On Assets of a company.

Disr. Mean† The disruptiveness mean (first moment) of a company’s
patent portfolio distribution of novelty scores.

Disr. Variance† The disruptiveness variance (second moment) of a com-
pany’s patent portfolio distribution of novelty scores.

Disr. Skewness† The disruptiveness skewness (third moment) of a com-
pany’s patent portfolio distribution of novelty scores.

Employees (ln) The number of employees that a company has (log trans-
formed).

Patents† (ln) The total number of patents a company has (log trans-
formed).

Avg. Citations† (ln) The average number of times patents within the patent
portfolio of a company got cited (log transformed).

An overview of both the dependent and independent variables with a short descrip-
tion. A † indicates that a variable represents statistics based on patents from the
previous three years.

3.5 Experiments
Experiments in this work consist of both fixed effects OLS regressions and fixed
effects quantile regressions for panel data. First, the fixed effects OLS regression
experiments are explained before discussing the fixed effects quantile regression ex-
epriments and restrictions to the data set.

3.5.1 Fixed Effects OLS Regression
A common way of studying the effects of predictors on company performance is
to make use of OLS regression models. For example, such models are used for
studying the effect of intellectual capital on firm performance [Clarke et al., 2011]
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and the effect of training of employees on firm performance [Hansson, 2003]. Within
this research, an implementation of OLS regression suited for panel data is used and
experiments are done with models that incorporate company fixed effects. Company
fixed effects allow for researching the effect of patent portfolios on performance
within companies, where elements like management style and company culture are
relatively fixed. This work includes experiments that both include and exclude
company (entity) fixed effects to compare within company differences as well as
between company differences. Models are created for the four dependent variables
of patents, average citations, total citations and ROA. This includes models created
with and without entity fixed effects.

3.5.2 Fixed Effects Quantile Regression
Another way to study company performance is by using quantile regression mod-
els. To illustrate some of the uses of quantile regression, they have been used
to study the effects of corporate social responsibility and corporate performance
[Kang and Liu, 2014], but also innovative firm performance has been analyzed with
quantile regressions [Ebersberger and Herstad, 2013]. Quantile regressions offer the
advantage that the responses of independent variables can be studied at different
quantiles of the distribution of the dependent variable. This means that it adds
more depth to the experiments by, for example, comparing the effect of predictors
on companies in the lower quantiles that perform worse with those in the higher
quantiles that perform better.

The specific method used for doing quantile regression is an implementation of
Koenker that is suited for panel data and incorporates fixed effects [Koenker, 2004].
Coad and Rao used a quantile regression approach to study innovation and firm
growth in high-tech sectors [Coad and Rao, 2008]. In their approach, they used
10%, 25%, 50%, 75% and 90% quantiles. Similarly, this work makes use of the same
quantiles as they provide a good coverage. Additionally, the 5% and 95% quantiles
are included as well for added insights in the lowest and highest quantiles.

3.5.3 Data Restrictions
Two more restrictions are made to the data set used to experiment with. The first
restriction is about the minimal number of patents a company owns. During this
research, only companies that have at least ten patents feature in the data set. This
decision is made because of the independent variables that make use of the patents
within the patent portfolios of companies: if a company holds too few patents in its
portfolio, it becomes difficult to extract information from it. Therefore, only data
of companies is kept if they have at least ten patents within their patent portfolio.

The second restriction has to do with the share of patents a company holds within
the six technology fields. Since this research is focusing on focal patents from six
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technology fields, only companies that have at least 50 percent of all patents they
own within the six technology fields are present in the data set. This is done to avoid
a mismatch between the dependent and independent variables, since the independent
variables are calculated by using patents from six technology fields whereas ROA can
be affected by patents from other fields as well.

The total number of patents each company holds (also including patents from out-
side of the six technology fields) is found in the NBER data set mentioned earlier.
However, this total number of patents could only be found for the last year that
was present in the NBER data set, which was the year 2006. Therefore, for every
company, the total number of patents it holds in the six technology fields in the last
available year was compared to the total number of patents found in the NBER data
set. For example, if company A has 13 patents from the six technology fields in the
year 1996 (the last year of which there is data available for company A), but has 30
patents in total according to the NBER data set, the company data would not have
been used in this research since 13

30
∗ 100% ≈ 43% < 50%.

Robustness tests have been performed with both the minimal number of patents and
the minimal patent share, these robustness tests are discussed in the Results section.
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4 Results

This chapter contains the results of the experiments. For all experiments, the focus
lies on observing the effects of disruptiveness mean, variance and skewness of the
patent portfolio distribution. First, the data set (including the patent citation net-
work it is based upon) used in the experiments is described in detail before discussing
the results from the fixed effects OLS regressions, after which fixed effects quantile
regression results are shown before ending with a comment on the robustness of the
experiments.

4.1 Patent Citation Network
The patent citation network on which the novelty measure was applied is a result of
combining the six different technology fields mentioned in Section 3.2.1. Statistics
of each individual citation network as well as the citation network obtained from
combining all of them are shown in Table 3. In terms of the number of nodes and
edges, the citation networks of the medical technology and basic materials chemistry
fields are the largest, followed by the networks of the organic fine industry and
biotechnology fields while the analysis of biological materials field results in the
smallest citation network.

The number of dead ends was found by counting the number of nodes that have an
outdegree of zero. For each citation network, the number of dead ends is equal to
approximately half of all the nodes in the network. However, the number of dead
ends should not influence the calculations of the novelty measure for focal patents
much since, for every focal patent, all of the patents it cites are included regardless
of the technology fields of the cited patents. Besides, for every technology field, all
patents that had links from all other technology fields (beyond the six fields included
in this research) were included in the networks as well.

In terms of the average indegrees and outdegrees, the differences between the net-
works appears to be small. Similarly, the average clustering coefficient of each net-
work is almost equal to zero, indicating that nodes within the networks do not tend
to cluster together. A reason for this can be that cycles do not occur within the
network because new patents can only cite old patents that were filed before them,
while it is impossible for old patents to cite patents that were filed after the older
patent’s filing date.

Lastly, the degree assortativity coefficients for all networks show that there is a
weak correlation between nodes with similar degrees (in cases where the coefficient
is positive) and different degrees (in cases where the coefficient is negative). So,
within these networks, there is no evidence that nodes tend to create links with
other nodes because they are similar or different in terms of degree.
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Table 3: Citation Network Statistics

AOBM Med OFI Bio Pharm BMC All
Nodes 267.562 796.584 682.210 323.505 438.208 836.474 1.982.774
Edges 765.875 3.371.961 1.913.599 1.073.478 1.471.689 2.237.307 7.658.576
Dead Ends 119.669 352.867 337.001 136.867 207.404 427.180 960.160
Avg. Indegree 2,86 4,23 2,80 3,32 3,36 2,67 3,86
Avg. Outdegree 2,86 4,23 2,80 3,32 3,36 2,67 3,86
Avg. Cluster. Coeff. 0,02 0,03 0,03 0,03 0,03 0,02 0,03
Degree Assortativity 0,02 0,15 0,03 -0,002 0,06 -0,03 0,10

An overview of statistics of the patent citation networks for technology fields 11 -
Analysis Of Biological Materials, 13 - Medical Technology, 14 - Organic Fine Indus-
try, 15 - Biotechnology, 16 - pharmaceuticals and 19 - Basic Materials Chemistry
as well as a large patent citations network used in this research that consists of the
other six patent citations networks.

4.2 Descriptive Statistics
The analysis below is performed on the entire data set that is used in the experi-
ments. Keep in mind that this data set includes only data of companies that have
at least ten patents in their patent portfolios and have a patent share of at least
0.5 (see Section 3.5.3). The analysis consists of an overview of the companies and
observations present in the data set, some descriptive statistics on the variables, a
correlation matrix and a look at the Variance Inflation Factors (VIFs).

4.2.1 Companies And Observations
To analyze the data set, companies are linked to the technology field in which they
are mostly active. Each company is assigned to one of the six technology fields used
in this research, which is done by looking at the field in which the company holds
the most patents within the data set. In case of a tie, a random choice between the
specific technology fields is made.

For example, if company A has ten patents in total, of which seven belong to the
pharmaceuticals field and the rest belongs to the biotechnology field, company A will
be assigned to the pharmaceuticals field. If company A were to have five patents that
belong to the pharmaceuticals field and five patents that belong to the biotechnology
field, company A is linked to one of these fields according to a random choice.

The data set includes 415 different companies and holds 3414 observations in total.
Most observations and companies belong to the pharmaceuticals field, while the least
number of observations and companies belong to the analysis of biological materials
field. This can be observed in Table 4.
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Table 4: Companies And Observations Per Technology Field

Technology Field Companies Observations
11 - Analysis Of Biological Materials 12 94
13 - Medical Technology 137 1178
14 - Organic Fine Industry 24 175
15 - Biotechnology 44 237
16 - Pharmaceuticals 180 1506
19 - Basic Materials Chemistry 18 224

Combined 415 3414

The total number of companies and observations in the data set per technology field.

4.2.2 Variables
Some additional descriptive statistics on the variables are given in Table 5. The table
includes information about the mean, standard deviation, minimum and maximum
values as well as the 25, 50 and 75 percentiles for every variable.

Table 5: Descriptive Statistics

Mean Std. Min 25% 50% 75% Max
Patents (ln) 4.51 0.98 3.71 3.87 4.13 4.65 8.49
Average Citations (ln) 3.61 0.15 3.43 3.50 3.57 3.67 4.55
Total Citations (ln) 5.56 1.40 3.43 4.51 5.27 6.28 10.8
ROA -0.10 0.53 -17.77 -0.25 0.04 0.17 0.63
Disr. Mean† 0.07 0.07 -0.35 0.02 0.06 0.10 0.45
Disr. Variance† 0.03 0.03 0.00 0.01 0.02 0.04 0.32
Disr. Skewness† 1.82 1.53 -7.02 1.11 1.85 2.73 7.18
Employees (ln) 3.56 0.29 3.43 3.44 3.44 3.51 5.03
Patents† (ln) 4.49 0.95 3.53 3.79 4.03 4.53 8.48
Avg. Citations† (ln) 3.63 0.15 3.43 3.52 3.60 3.70 4.55

Descriptive statistics for all variables in the data set. This table shows the mean,
standard deviation (std.), minimal and maximal values as well as the values at the
25, 50 and 75 percentiles in order to show the dispersion and shape of the distribution
of each variable. A † indicates that a variable represents statistics based on patents
from the previous three years.

26



Master’s Thesis Klijn

4.2.3 Correlation Matrix
Figure 3 shows the correlation matrix for all variables in the data set. Notice here
that there are two pairs of variables that show a strong positive correlation and that
there is one pair of variables that shows a moderately strong correlation. First of all,
total citations and the number of patents show a strong positive correlation. This
seems to be logical as having a lot of patents in the portfolio is likely to increase the
overall number of citations that portfolio will receive.

Second of all, the dependent variable average citations and the independent lagged
variable average citations† show a very strong correlation because they are very
similar, with the difference being that average citations† holds information on the
number of average citations received over the past three years, while average citations
holds data on the number of average citations in the current year.

Third of all, there is a moderately strong positive correlation between patents† and
employees. A possible explanation for this is can be that if companies have more
employees, it would allow them to let more people work on inventions resulting in
more patents.
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Figure 3: A heatmap showing the correlations between the variables used in this
research. The colors vary from warm (red, positive correlation) to cold (blue, nega-
tive correlation). A † indicates that a variable represents statistics based on patents
from the previous three years.
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4.2.4 Variance Inflation Factors
The Variance Inflation Factors (VIFs) for the independent variables are presented
in Table 6. As a rule of thumb, a VIF at least 10 is considered to be high, while a
value of at leas 5 can also be used. Nevertheless, the VIFs are relatively low and not
higher than 2.47, indicating that multicollinearity between the predictors should not
be a problem when conducting the experiments.

Table 6: Variance Inflation Factors

Variable VIF
Disr. Mean† 1.88
Disr. Variance† 1.89
Disr. Skewness† 1.11
Employees (ln) 2.39
Patents† (ln) 2.47
Avg. Citations† (ln) 1.06

An overview of the calculated Variance Inflation Factors (VIFs) for the independent
variables. A † indicates that a variable represents statistics based on patents from
the previous three years.

4.3 OLS Regression
The results of the OLS regressions are stated below where the order of results is
determined by the dependent variables. First, the models that incorporated company
fixed effects are discussed, after which a light is shed on the models that did not
incorporate company fixed effects. Within each of these sections, results for the
patents dependent variable are shown first, the results for average citations and
total citations are shown second and third, respectively, and results for ROA are
discussed last.

4.3.1 Models With Company Fixed Effects
A summary of the results of the models is shown in Table 7. This table contains
the results of four models (one model for each dependent variable) by showing the
regression coefficients with standard errors next to them in parentheses. The models
incorporate time and company fixed effects and are discussed below.

Patents
Studying the number of patents a company owns can give insights in its produc-
tivity. Table 7 shows a negative relationship between the disruptiveness mean and
the number of patents: as the disruptiveness mean increases by 1, the number of
patents will decrease by 0.70%. This means that having more disruptive patents
on average results owning less patents in total and, therefore, in less productivity.
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This can support the reasoning given for the differences in the relationships between
disruptiveness mean and the two dependent variables of total citations and average
citations.

Furthermore, there exists a significant positive relationship between disruptiveness
variance and the total number of patents: more disruptiveness variance is linked
to a higher productivity. An increase of disruptiveness variance by 1 results in an
increase in the number of patents of 0.78%. This can be related to the positive
relationship between disruptiveness variance and innovative performance. As stated
earlier, it is better for firm performance to have a varied patent portfolio in terms
of disruptiveness. Moreover, the diversification of a patent portfolio is achieved by
coming up with more innovations that vary in how disruptive they are. So, a com-
pany must be productive to diversify its current patent portfolio further, which may
explain the positive relationship between disruptiveness variance and productivity.

Average Citations
Average citations can give a good impression of the quality of patents within a patent
portfolio. The results in Table 7 show that the coefficients for the variance variable
are insignificant, while the other coefficients are significant.

Interestingly, the relationship between disruptiveness mean and total citations is
negative, while the relationship between disruptiveness mean and average citations
is positive. This means that an increase of disruptiveness mean by 1 results in a
0.07% increase in average citations. So, having more disruptive patents on average
leads to more average citations, but it also results in less total citations. An explana-
tion for this observation may lie in the fact that it is more difficult to come up with
an invention that is disruptive than one that is stabilizing. Therefore, disruptive
innovation leads to less patents and less total citations. However, disruptive inno-
vations have a higher value/impact/quality than stabilizing patents, which explains
the positive relationship between disruptiveness mean and average citations.

Furthermore, similar to the model with total citations as dependent variable, there
exists a positive relationship between disruptiveness skewness and average citations,
meaning that a patent portfolio that is skewed right and holds more stabilizing than
disruptive patents is likely to result in more citations on average.
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Total Citations
The number of citations patents within a company is used as an additional measure
of a firm’s innovative performance. Table 7 shows that all coefficients were significant
for this model.

The disruptiveness mean variable has a significant negative coefficient, meaning that
there is a significant negative relationship between the disruptiveness mean and
the number of citations. This means that having a higher average disruptiveness
within the patent portfolio leads to worse company performance. Specifically, as
the average disruptiveness increases by 1, the total number of citations will decrease
by 1.24%. This might imply that, when a company conducts a lot of disruptive
innovations while conducting relatively little stabilizing innovations, it may not be
able to capitalize on the disruptive innovations and develop useful solutions out of
them. This is in line with previous studies that highlight the risks of incorporating
too much disruptive innovation. However, bare in mind that the disruptiveness
measure is only modestly correlated with impact when trying to interpret the patent
portfolio distributions [Funk and Owen-Smith, 2016].

Furthermore, both the disruptiveness variance and skewness variables show a signif-
icant positive relationship with total citations. In particular, an increase of 1 in dis-
ruptiveness variance results in an increase in total citations of 2.25%, meaning that a
higher disruptiveness variance leads to a better innovative firm performance. Litera-
ture already suggested that having a mix of both exploring and exploiting patents will
result in better firm performance [Geerts et al., 2017] [Gupta et al., 2006]. More-
over, this is related to imbalances in the patent portfolio in terms of disruptive and
stabilizing patents leading to worse overall performance as mentioned earlier.

The positive relationship between disruptiveness skewness and total citations is rel-
atively weak: an increase in disruptiveness skewness of 1 leads to an increase in
innovative performance of 0.04%. This is means that skewed right patent distribu-
tions (where there are more stabilizing than disruptive patents) contribute to more
total citations within companies. So, results imply that having a small amount
of strongly disruptive patents while having a large amount of strongly stabilizing
patents at the same time leads to improved innovative performance. This observa-
tion is important as it tells something about the composition of patent portfolios,
whereas previous works only mentioned that having both destabilizing and stabiliz-
ing patents is important or talked about the average degree of exploration within
patent portfolios.
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ROA
The summary shows that four of the coefficients are insignificant. This, combined
with the model’s R2 score of 0.01 indicates that the predictors were not powerful
enough to make good predictions for this specific regression model. The average cited
variable was significant with p < 0.05 and its coefficient shows a positive relationship
between the number of average citations within the patent portfolios over time and
ROA. This means that, as patents in the patent portfolio within a company get cited
more, company performance increases as well. This reasoning seems logical, as it
can be likely for a company that performs well to own patents that get cited more
on average.

Table 7: A Summary Of OLS Regression Results With Company F.E.

Avg. Total
Citations (ln) Citations (ln)

Disr. Mean† -0.70 (0.10)* 0.07 (0.02)* -1.24 (0.16)* 0.05 (0.38)
Disr. Variance† 0.78 (0.20)* -0.07 (0.05) 2.25 (0.35)* -0.46 (0.38)
Disr. Skewness† 0.00 (0.00) 0.01 (0.00)* 0.04 (0.01)* 0.00 (0.01)
Employees (ln) 0.23 (0.04)* -0.05 (0.01)* -0.28 (0.00)* 0.07 (0.04)*
Patents (ln)† 0.81 (0.01)* -0.01 (0.00)* 1.13 (0.02)* 0.04 (0.03)
Avg. Citations (ln)† 0.00 (0.03) 0.88 (0.03)* 2.73 (0.11)* 0.50 (0.08)*
Invercept 0.18 (0.19) 0.62 (0.12)* -8.36 (0.52)* -2.35 (0.37)*

Year F.E. Yes Yes Yes Yes
Company F.E. Yes Yes Yes Yes
Companies 415 415 415 415
Obs 3414 3414 3414 3414
Log-likelihood 4734.10 8913.00 2781.40 -931.12
R2 0.87 0.87 0.80 0.01

A summary of the results for the three panel OLS regression models, one model with
both company and time fixed effects for every dependent variable (Patents, average
citations, total citations and ROA). For every model, the coefficients, standard errors
and p-values are shown (the standard errors are reported in parentheses next to the
coefficients). Below the dashed line, for every model, the number of companies and
company-year pairs (Obs) in the data set are shown, as well as which fixed effects
are incorporated and the log-likelihood and R2 values. A * indicates that the p-value
is significant (p < 0.05), while ** indicates that the p-value is less significant (p <
0.10). A † indicates that a variable represents statistics based on patents from the
previous three years.
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4.3.2 Models Without Company Fixed Effects
The same experiments as the ones mentioned above are also conducted without
incorporating company fixed effects into the models. A summary of these results
is shown in Table 8. This table contains the results of four models (one model for
each dependent variable) by showing the regression coefficients and standard errors
next to them in parentheses. The models all incorporate time fixed effects but no
company fixed effects, their outcome is discussed below.

Patents
There do not seem to be differences between the signs of the variables of disruptive-
ness mean, variance and skewness for the models with and without company fixed
effects. For the negative relationship between disruptiveness mean and the num-
ber of patents, the same reasoning that was given for the model that incorporates
company fixed effects applies.

Average Citations
The models that do not incorporate company fixed effects show less coefficients that
are significant than the models that incorporate company fixed effects. Furthermore,
similar results between the models can be observed and similar conclusions can be
drawn.

Total Citations
When comparing the company fixed effects model with the model without company
fixed effects, it becomes clear that the biggest difference in results lies in the dis-
ruptiveness variance variable. The coefficient becomes significantly negative when
company fixed effects are disabled, while it is significantly positive with company
fixed effects enabled. This means that, when looking at between company differ-
ences, more variance in the patent portfolio leads to less total citations, while with
within company differences, more variance leads to more total citations.

An explanation for this observation may be found in the way companies are managed.
When comparing between companies, a higher variance in disruptiveness might re-
flect poor management and quality control, which can have a negative effect on
company performance. However, when looking at management within a company,
the quality of management and quality control are relatively fixed and, generally, do
not vary much over the years. In this work, disruptiveness variance is more about
diversifying the portfolio, which has a positive effect on firm innovative performance.

ROA
Just as with the model that incorporates company fixed effects for ROA, the predic-
tors for this model are not powerful enough. There are, however, more significant
coefficients with this model. The most important one is the result for the disrup-
tiveness skewness variable. There is a significant positive relationship between the
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disruptiveness skewness of a patent portfolio distribution and ROA: an increase in
disruptiveness skewness of 1 leads to an increase in ROA of 0.01. This means that
companies of which the distribution of the novelty scores within the patent portfo-
lio is skewed right tend to perform better. At the same time, this implies that a
company owns more consolidating patents than destabilizing patents.

This effect is observed when looking at between company differences, while it was
insignificant when looking at within company differences. It can possibly explained
by a lack of within-firm variance for to exploit in the fixed effect models, meaning
that it might be difficult for a company to change its patent portfolio in terms of
skewness, which may cause the insignificance of the effect when looking at within
company differences.

Table 8: A Summary Of OLS Regression Results Without Company F.E.

Avg. Total
Citations (ln) Citations (ln)

Disr. Mean† -0.25 (0.04)* 0.06 (0.01)* -0.41 (0.08)* 0.18 (0.17)
Disr. Variance† 0.09 (0.07) 0.01 (0.01) -0.58 (0.14)* 0.41 (0.29)
Disr. Skewness† 0.00 (0.00)* 0.00 (0.00) 0.04 (0.00)* 0.01 (0.00)*
Employees (ln) 0.00 (0.01) 0.00 (0.00) -0.20 (0.03)* 0.20 (0.02)*
Patents† (ln) 1.03 (0.00)* 0.00 (0.00) 1.33 (0.01)* 0.08 (0.01)*
Avg. Citations† (ln) -0.12 (0.01)* 0.94 (0.01)* 3.89 (0.06)* 0.46 (0.04)*
Invercept 0.43 (0.05)* 0.19 (0.03)* -13.72 (0.24)* -2.93 (0.18)*

Year F.E. Yes Yes Yes Yes
Company F.E. No No No No
Companies 415 415 415 415
Obs 3414 3414 3414 3414
Log-likelihood 3134.30 7775.10 -3.20 -2471.90
R2 0.99 0.97 0.97 0.09

A summary of the results for the three panel OLS regression models, one model with
time fixed effects but without company fixed effects for every dependent variable
(Patents, average citations, total citations and ROA). For every model, the coeffi-
cients, standard errors and p-values are shown (the standard errors are reported in
parentheses next to the coefficients). Below the dashed line, for every model, the
number of companies and company-year pairs (Obs) in the data set are shown, as
well as which fixed effects are incorporated and the log-likelihood and R2 values. A
* indicates that the p-value is significant (p < 0.05), while ** indicates that the p-
value is less significant (p < 0.10). A † indicates that a variable represents statistics
based on patents from the previous three years.
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4.4 Quantile Regression
Quantile regression is performed on the following quantiles: 0.05, 0.1, 0.25, 0.5, 0.75,
0.9 and 0.95. These quantile regression models make use of the same regression setup
(including independent variables, company and year fixed effects etc.) as the setup
used in the fixed effect OLS regression models shown in Table 7. The results of
the quantile regressions are shown in the same order of dependent variables as used
previously. For each quantile regression, a coefficient analysis is performed first
before analyzing the results predicted by the quantile regression models. In order to
analyse the predictions, specific figures are used that may require some explanation.
These figures consist of two plots: the first plot (on the left) shows the fitted values of
the dependent variable in which each curve represents results for a different quantile
for one dependent variable. The second plot (on the right) is similar but shows the
fitted value of the dependent variable but with curves that are fixed1.

4.4.1 Patents
Figure 4 shows a representation of the coefficients from the patents quantile regres-
sion model. A summary of the output of the model is given in Table 9. The quantile
regression model with patents as dependent variable is not able to offer additional
information because there does not seem to be variation across different quantiles.
More result figures are given in Appendix B.

4.4.2 Average Citations
Regarding the quantile regression results for the average citations dependent vari-
able, the same reasoning applies. The coefficients for independent variables per
quantile from the model with average citations as dependent variable are shown in
Figure 5, the corresponding quantile regression summary is shown in Table 10.

All coefficients for disruptiveness mean, variance and skewness proved to be insignif-
icant and, again, no variation is observed across the different quantiles. Additional
figures on these results are provided in Appendix C.

4.4.3 Total Citations
Figure 6 shows the coefficients for each independent variable per quantile for the
quantile regression model with total citations as dependent variable. A summary of
the output of the quantile regression model is shown in Table 11.

The quantile regression results shown in Figure 6 do not offer added insights a lack
of variation in results across the different quantiles (see the figures in Appendix D)
The OLS regression results discussed previously seem to apply across the entire
distribution.

1The curves are fixed around their center and have the form yq = avq ∗ xv + c where a equals
the regression coefficient of independent variable v for quantile q with fitted value xv. The curve is
fixed by finding an appropriate value for c by solving the equation for (x∗, y∗) where x∗ is equal to
the mean of all values of v and y∗ is equal to quantile value of the actual y-values in the data set.
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Table 9: F.E. Quantile Regression Summary With Patents (ln) As Dependent Variable

5% 10% 25% 50% 75% 90% 95%
Disr. Mean† 0.00 (0.02) 0.00 (0.03) 0.04 (0.05) 0.12 (0.09) 0.06 (0.12) 0.04 (0.23) -0.19 (0.35)
Disr. Variance† -0.02 (0.04) -0.01 (0.05) -0.04 (0.10) -0.15 (0.17) 0.06 (0.12) 0.07 (0.54) 0.34 (0.96)
Disr. Skewness† 0.00 (0.00) 0.00 (0.00)** 0.00 (0.00)* 0.00 (0.00) 0.00 (0.00) 0.00 (0.01) -0.01 (0.01)
Employees (ln) 0.00 (0.00) 0.00 (0.00) 0.02 (0.02) 0.09 (0.04)* 0.08 (0.04)* 0.06 (0.05) 0.05 (0.07)
Patents† (ln) 0.00 (0.00) 1.00 (0.00)* 1.00 (0.00)* 1.00 (0.01)* 1.02 (0.01)* 1.04 (0.02)* 1.04 (0.02)*
Avg. Citations† (ln) 0.02 (0.01)* -0.04 (0.01)* -0.07 (0.01)* -0.15 (0.02)* -0.24 (0.03)* -0.32 (0.03)* -0.41 (0.05)*
Intercept 0.08 (0.03)* 0.16 (0.04)* 0.23 (0.08)* 0.31 (0.13)* 0.64 (0.15)* 1.02 (0.21)* 1.49 (0.32)*

The coefficients (with the p-values in parentheses) of the independent variables for the fixed effects quantile regression
model with patents as dependent variable. Note that the regression setup (including independent variables, company
and year fixed effects etc.) is the same as the setup used in the fixed effect OLS regression models shown in Table 7.
A * indicates that the p-value is significant (p < 0.05), while ** indicates that the p-value is less significant (p <
0.10). A † indicates that a variable represents statistics based on patents from the previous three years.
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Figure 4: A line graph showing the coefficients of the independent variables that are shown in Table 9 for each
quantile. A † indicates that a variable represents statistics based on patents from the previous three years.
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Table 10: F.E. Quantile Regression Summary With Avg. Citations (ln) As Dependent Variable

5% 10% 25% 50% 75% 90% 95%
Disr. Mean† 0.03 (0.03) 0.01 (0.02) 0.00 (0.01) -0.01 (0.02) 0.00 (0.01) 0.00 (0.00) 0.00 (0.00)
Disr. Variance† -0.04 (0.07) 0.00 (0.05) 0.01 (0.03) 0.03 (0.03) 0.00 (0.01) 0.00 (0.01) 0.00 (0.01)
Disr. Skewness† 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
Employees (ln) -0.01 (0.00) -0.01 (0.00) 0.00 (0.00) 0.00 (0.00) 0.01 (0.00) 0.00 (0.00) 0.00 (0.00)
Patents† (ln) 0.01 (0.00)* 0.01 (0.00)* 0.00 (0.00)* 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
Avg. Citations† (ln) 0.70 (0.03)* 0.77 (0.02)* 0.87 (0.01)* 0.97 (0.01)* 1.01 (0.00)* 1.00 (0.00)* 1.00 (0.00)*
Intercept 1.01 (0.09)* 0.76 (0.08)* 0.41 (0.05)* 0.10 (0.05)* -0.02 (0.01)* -0.02 (0.00)* 0.00 (0.00)*

The coefficients (with the p-values in parentheses) of the independent variables for the fixed effects quantile regression
model with average citations as dependent variable. Note that the regression setup (including independent variables,
company and year fixed effects etc.) is the same as the setup used in the fixed effect OLS regression models shown in
Table 7. A * indicates that the p-value is significant (p < 0.05), while ** indicates that the p-value is less significant
(p < 0.10). A † indicates that a variable represents statistics based on patents from the previous three years.
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Figure 5: A line graph showing the coefficients of the independent variables that are shown in Table 10 for each
quantile. A † indicates that a variable represents statistics based on patents from the previous three years.
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Table 11: F.E. Quantile Regression Summary With Total Citations (ln) As Dependent Variable

5% 10% 25% 50% 75% 90% 95%
Disr. Mean† -0.58 (0.46) -0.39 (0.31) -0.26 (0.17) -0.29 (0.23) -0.30 (0.30) -0.37 (0.26) -0.45 (0.22)*
Disr. Variance† -0.22 (0.87) -0.08 (0.59) -0.19 (0.32) -0.35 (0.44) -0.52 (0.63) 0.02 (0.59) 0.28 (0.46)
Disr. Skewness† 0.02 (0.01)** 0.03 (0.01)* 0.05 (0.01)* 0.05 (0.01)* 0.03 (0.01)* 0.01 (0.01) 0.01 (0.00)
Employees (ln) -0.06 (0.15) -0.07 (0.14) -0.24 (0.11)* -0.36 (0.11)* -0.43 (0.13)* -0.22 (0.18) -0.02 (0.11)
Patents† (ln) 1.24 (0.05)* 1.26 (0.04)* 1.32 (0.03)* 1.37 (0.04)* 1.43 (0.04)* 1.46 (0.05)* 1.47 (0.05)*
Avg. Citations† (ln) 3.67 (0.26)* 3.91 (0.19)* 4.15 (0.15)* 4.30 (0.17)* 4.39 (0.18)* 4.65 (0.21)* 4.72 (0.22)*
Intercept -13.41 (1.03)* -14.27 (0.83)* -14.62 (0.62)* -14.82 (0.70)* -14.89 (0.79)* -16.65 (1.04)* -17.51 (0.86)*

The coefficients (with the p-values in parentheses) of the independent variables for the fixed effects quantile regression
model with total citations as dependent variable. Note that the regression setup (including independent variables,
company and year fixed effects etc.) is the same as the setup used in the fixed effect OLS regression models shown in
Table 7. A * indicates that the p-value is significant (p < 0.05), while ** indicates that the p-value is less significant
(p < 0.10). A † indicates that a variable represents statistics based on patents from the previous three years.

0.2 0.4 0.6 0.8
Quantiles

0

1

2

3

4

Co
ef

fic
ie

nt

Coefficients For Independent Variables Of The Total Citations (ln) Quantile Regression
Disr. Mean
Disr. Variance
Disr. Skewness
Employees (ln)
Avg. Citations  (ln)
Patents  (ln)

Figure 6: A line graph showing the coefficients of the independent variables that are shown in Table 11 for each
quantile. A † indicates that a variable represents statistics based on patents from the previous three years.
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4.4.4 ROA
Table 12 shows a summary of the output of the fixed effects quantile regression
model for ROA, while Figure 7 shows the value of the coefficients of the independent
variables for every quantile used in the quantile regression.

When examining Table 12, it becomes clear that the disruptiveness mean has a
significant positive effect on financial performance at the lower quantiles, but not at
the higher quantiles. This means that, if a company were to invest more in disruptive
innovation on average, it makes sure that the company can achieve a relatively good
baseline in terms of minimum performance. However, it does not significantly raise
the chance that the company can achieve success to extreme levels. Since a certain
level of exploration is needed for a company to survive in competitive markets, this
result makes sense.

A better illustration is given in Figure 8. Moreover, it shows that as the disrup-
tiveness mean increases, the range of the dependent variable distribution shrinks,
which is driven by raising the lower quantiles. Consequently, a company with a low
disruptiveness mean faces a higher level of performance uncertainty, which makes it
especially likely to perform among the worst. Furthermore, when the mean disrup-
tiveness is high, the performance uncertainty is low and the company is able to at
least stay competitive in the market.

The results show that there are no significant coefficients for disruptiveness variance.
The corresponding quantile regression line plots are shown in Appendix E.

Upon further inspection of the disruptiveness skewness variable in Table 12, it be-
comes evident that it has a significantly positive effect on financial performance at
the high quantiles (50% and higher). This may imply that if a company were to
own a patent portfolio that is skewed right in terms of disruptiveness, it is likely to
result in good maximal financial performance. So, it is better for company perfor-
mance at the higher quantiles if the company owns more stabilizing patents and a
few (strongly) destabilizing patents, which is in line with literature suggesting that
having too many destabilizing patents can be detrimental to financial performance.
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Table 12: Fixed Effects Quantile Regression Summary With ROA As Dependent Variable

5% 10% 25% 50% 75% 90% 95%
Disr. Mean† 2.39 (1.35)** 1.95 (0.98)* 1.06 (0.52)* 0.54 (0.25)* 0.16 (0.20) -0.01 (0.18) -0.16 (0.27)
Disr. Variance† -1.04 (2.89) -0.79 (2.16) 0.23 (1.03) 0.27 (0.51) 0.06 (0.37) 0.11 (0.42) 0.28 (0.60)
Disr. Skewness† -0.01 (0.03) 0.00 (0.02) 0.01 (0.01) 0.01 (0.01)** 0.01 (0.01)** 0.01 (0.01)* 0.02 (0.01)**
Employees (ln) 0.07 (0.12) 0.09 (0.09) 0.11 (0.06)** 0.19 (0.06)* 0.16 (0.05)* 0.08 (0.06) 0.13 (0.07)**
Patents† (ln) 0.25 (0.04)* 0.19 (0.04)* 0.10 (0.02)* 0.03 (0.01)* 0.00 (0.01) 0.01 (0.01) 0.00 (0.02)
Avg. Citations† (ln) 0.53 (0.21)* 0.27 (0.18) 0.14 (0.11) 0.17 (0.09)** 0.11 (0.07) 0.08 (0.05) 0.02 (0.10)
Intercept -4.08 (0.79)* -2.69 (0.67)* -1.63 (0.47)* -1.46 (0.43)* -0.82 (0.31)* -0.36 (0.26) -0.25 (0.40)

The coefficients (with the standard errors in parentheses) of the independent variables for the fixed effects quantile
regression model with ROA as dependent variable. Note that the regression setup (including independent variables,
company and year fixed effects etc.) is the same as the setup used in the fixed effect OLS regression models shown in
Table 7. A * indicates that the p-value is significant (p < 0.05), while ** indicates that the p-value is less significant
(p < 0.10). A † indicates that a variable represents statistics based on patents from the previous three years.
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Figure 7: A line graph showing the coefficients of the independent variables that are shown in Table 12 for each
quantile. A † indicates that a variable represents statistics based on patents from the previous three years.
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Figure 8: Two line plots that show the predicted ROA values for each quantile based
on the mean variable. The first graph (left) shows the predictions that came from
the quantile regression model (individual fixed effects incorporated). The second
graph (right) shows the predicted ROA values as well, but the curves in this graph
are fixed. A † indicates that a variable represents statistics based on patents from
the previous three years.

Figure 9 gives more details about this result. Observe here that, for q ≥ 0.50,
the slopes of the lines in the second graph (on the right) are similar and positive.
This means that, at the higher quantiles, copmanies are likely to perform better as
their disruptiveness skewness increases. This is caused by an increase the amount of
stabilizing patents relative to the amount of disruptive patents. Furthermore, due
to insignificant results, no definitive conclusions can be made regarding the effect of
disruptiveness skewness at the lower quantiles.
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Figure 9: Two line plots that show the predicted ROA values for each quantile based
on the skewness independent variable. The first graph (left) shows the predictions
that came from the quantile regression model (individual fixed effects incorporated).
The second graph (right) shows the predicted ROA values as well, but the curves
in this graph are fixed. A † indicates that a variable represents statistics based on
patents from the previous three years.

4.5 Robustness Tests
In order to test the robustness of the models shown in this chapter, the experiments
were repeated with data sets that varied in the total number of patents a company
possesses and the share of patents a company holds within the technology fields
used in this work. For the number of patents, experiments were done with a data
set including companies with at least 3, 5, 10 and 20 patents. As for the share of
patents, experiments were done with a data set including companies with a share
of at least 0, 0.25 and 0.5. The results appeared to be robust, except for changing
significance of results. However, the coefficients of significant results held the same
sign (remained either positive or negative) across experiments.
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5 Conclusion

By constructing a data set based on patents from a selection of technology fields, sev-
eral experiments were conducted that included the use of fixed effect OLS regression
models as well as fixed effects quantile regression models. With these experiments,
an attempt was made to get a better understanding of how firms could optimize their
performance. This method allows for answering the following research question:

What is the optimal distribution of exploring and exploiting patents that will maxi-
mize a company’s innovative and financial performance?

From the results, it becomes clear that it is better in general to have more exploiting
than exploring patents and, in particular, to have a few strongly destabilizing patents
while having a relatively large number of stabilizing patents. Furthermore, the
company fixed effects models that looked at within company differences showed
that a more varied patent portfolio is related to better innovative performance.
However, having more disruptive patents leads to less overall innovative productive
performance.

Additionally, according to the quantile regression models, companies at the lower
quantiles financially benefit the most from having a patent portfolio that is focused
on exploring patents. If a company invests more in exploring innovation, it makes
sure that the company can hit a good baseline in terms of minimum firm perfor-
mance. However, this does not significantly raise the chances for companies to
achieve extreme success.

Besides, company in the higher quantiles are likely to get a better financial perfor-
mance with a patent portfolio that is focused on exploitation. However, this is not
completely sure due to weaker significance of results, but it is in line with other
stating that having more exploiting patents is better for company performance.

So, in some cases, company performance can benefit from a focus on exploring
patents, while in other cases, more focus on exploiting patents is preferred. How-
ever, attention has to be paid to the success trap and the failure trap, because
having an imbalance in the variance of a portfolio can lead to overall worse company
performance.
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5.1 Theoretical Contributions
This thesis has two theoretical contributions. First of all, the use of quantile re-
gression models has proven to give additional insights to other forms of regression.
Similar works have only used regression models to look at average firm performance
while not benefiting from the extra layer of data analysis that quantile regression
offers. Even though most quantile regression models used in this work showed no
difference between quantiles, still one of the models resulted in some significant
findings. Therefore, more experimentation should be done with quantile regression
models in works that study similar problems.

Second of all, this work has shown that the use of a continuous novelty/disruptive-
ness measure opens up new research possibilities compared to assuming a dichotomy
between exploring and exploiting patents. Previous works have used the dichotomy
assumption, but this a relatively simple way of performing patent classification as
patents are seldom fully exploiting or exploring. Moreover, the more sophisticated
way of classifying patents used in this work allowed for researching the true compo-
sition of patents in patent portfolios. This opens up more ways to research different
problems that involve analyzing patent portfolios in the exploitation versus explo-
ration debate.

5.2 Policy Implications
This work contributes to the exploitation versus exploration debate and results in two
implications for managers and policy makers within companies. Firstly, managers
should focus on obtaining a more varied patent portfolio in terms exploring and
exploiting patents as this study has shown that is likely to result in improved firm
performance. This is in line with previous works stating that both exploration and
exploitation should occur simultaneously.

Secondly, managers should generally focus mainly on exploitation, while doing some
exploring activities at the same time. This work has shown that owning more ex-
ploiting patents while, at the same time, having a few patents that are to a greater
extend focused on exploration improves firm performance. However, if a firm per-
forms poorly, managers should focus on exploring activities to obtain a higher level
of minimum performance.
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5.3 Future Work
There are several ways in which this work can be improved upon. First of all,
different technology fields could be used to extend or replace the current data set.
It is possible that using different patent citation networks can give different results
as these fields have different characteristics. Additionally, some technology fields
are more fast moving than others, so incorporating more technology fields might be
interesting.

Second of all, the panel OLS regression models with ROA as dependent variable
had very low R2 values. This means that the data and the models do not provide
a good fit, which is probably due to the fact that the current predictors were not
powerful enough to say something about the ROA dependent variable. So, repeating
this research with a different set of predictors might give better insights in financial
company performance. Of course, incorporation of different (regression) models
might also be considered.

Lastly, it is possible to improve this research by adding weights to patents in the
patent citation network used for the disruptiveness calculations. The assumption
is made that every patent is as important as any other patent within the patent
citation network while, in reality, some patents are of greater importance than others.
Therefore, extending the research is possible by taking importance of patents into
account during the disruptiveness calculations.
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Appendices

A Relationship Between Field 16 And Other Fields

Table 13 shows the relationships between technology field 16 (pharmaceuticals) and
all other technology fields based on the number of patents that were cited by the
focal patents that were part of the patent citation network for technology field 16.
Note that most citations are going from technology field 16 to patents from the
same field. When looking at the top of the table, the technology fields that are
related to biotechnology and pharmaceuticals show a strong relation. The weaker
the relationships, the more the technology fields get further away in nature from
biotechnology and pharmaceuticals, which is to be expected.
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Table 13: Overview Of Technology Fields And Their Relationships

Technology Field Field Name Number Of Citations
16 Pharmaceuticals 650.173
14 Organic Fine Industry 400.342
15 Biotechnology 278.733
13 Medical Technology 119.625
11 Analysis Of Biological materials 68.882
19 Basic Materials Chemistry 66.609
17 Macromolecular Chemistry, Polymers 63.453
23 Chemical Engineering 46.848
18 Food Chemistry 40.702
29 Other Special Machines 21.732
10 Measurement 15.338
20 Materials, Metallurgy 13.802
28 Textile And Paper Machines 9.750
9 Optics 8.835
21 Surface Technology, Coating 6.349
25 Handling 6.087
34 Other Consumer Goods 4.955
1 Electrical Machinery, Apparatus, Energy 4.498
24 Environmental Technology 4.449
27 Engines, Pumps, Turbines 3.878
26 Machine Tools 3.671
2 Audio-visual Technology 2.729
6 Computer Technology 2.674
31 Mechanical elements 2.090
33 Furniture, Games 2.078
8 Semiconductors 1.978
32 Transport 1.541
30 Thermal Processes And Apparatus 1.279
35 Civil Engineering 1.255
12 Control 1.156
3 Telecommunications 920
5 Basic Communication Processes 421
22 Micro-structural And Nano-technology 408
4 Digital Communication 402
7 IT Methods For Management 253

An overview of all technology fields and their relationship with technology field 16
(including their technology field names) based on the number of times patents from
the technology fields got cited by the focal patents from technology field 16. Note
that one patent can be assigned to multiple technology fields. This table is an
extension of Table 1.
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B Quantile Regression Predictions Patents

This appendix contains the graphs belonging to the quantile regression experiments
where patents (ln) was used as dependent variable. Figure 10 shows the results for
the disruptiveness mean independent variable, Figure 11 show the results for the
disruptiveness variance independent variable and Figure 12 show the results for the
disruptiveness skewness independent variable. Note that, just as with the models
with total citations as dependent variable, the differences between the predicted
values for all quantiles are minor.
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Figure 10: Two line plots that show the predicted Patents (ln) values for each
quantile based on the disruptiveness mean† independent variable. The first graph
(left) shows the predictions that came from the quantile regression model (individual
fixed effects incorporated). The second graph (right) shows the predicted Patents
values as well, but the curves in this graph are fixed. A † indicates that a variable
represents statistics based on patents from the previous three years.
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Figure 11: Two line plots that show the predicted Patents (ln) values for each
quantile based on the disruptiveness variance† independent variable. The first graph
(left) shows the predictions that came from the quantile regression model (individual
fixed effects incorporated). The second graph (right) shows the predicted Patents
values as well, but the curves in this graph are fixed. A † indicates that a variable
represents statistics based on patents from the previous three years.
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Figure 12: Two line plots that show the predicted Patents (ln) values for each
quantile based on the disruptiveness skewness† independent variable. The first graph
(left) shows the predictions that came from the quantile regression model (individual
fixed effects incorporated). The second graph (right) shows the predicted Patents
values as well, but the curves in this graph are fixed. A † indicates that a variable
represents statistics based on patents from the previous three years.
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C Quantile Regression Predictions Average Cita-
tions

This appendix contains the graphs belonging to the quantile regression experiments
where average citations (ln) was used as dependent variable. Figure 13 shows the
results for the disruptiveness mean independent variable, Figure 14 show the re-
sults for the disruptiveness variance independent variable and Figure 15 show the
results for the disruptiveness skewness independent variable. Note that, just as with
the models with total citations as dependent variable, the differences between the
predicted values for all quantiles are minor.
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Figure 13: Two line plots that show the predicted Average Citations (ln) values
for each quantile based on the disruptiveness mean† independent variable. The
first graph (left) shows the predictions that came from the quantile regression model
(individual fixed effects incorporated). The second graph (right) shows the predicted
Average Citations values as well, but the curves in this graph are fixed. A † indicates
that a variable represents statistics based on patents from the previous three years.
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Figure 14: Two line plots that show the predicted Average Citations (ln) values
for each quantile based on the disruptiveness variance† independent variable. The
first graph (left) shows the predictions that came from the quantile regression model
(individual fixed effects incorporated). The second graph (right) shows the predicted
Average Citations values as well, but the curves in this graph are fixed. A † indicates
that a variable represents statistics based on patents from the previous three years.
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Figure 15: Two line plots that show the predicted Average Citations (ln) values
for each quantile based on the disruptiveness skewness† independent variable. The
first graph (left) shows the predictions that came from the quantile regression model
(individual fixed effects incorporated). The second graph (right) shows the predicted
Average Citations values as well, but the curves in this graph are fixed. A † indicates
that a variable represents statistics based on patents from the previous three years.
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D Quantile Regression Predictions Total Citations

This appendix contains the graphs belonging to the quantile regression experiments
where total citations (ln) was used as dependent variable. Figure 16 shows the results
for the disruptiveness mean independent variable, Figure 17 show the results for the
disruptiveness variance independent variable and Figure 18 show the results for the
disruptiveness skewness independent variable. Note that the differences between the
predicted values for all quantiles are minor.
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Figure 16: Two line plots that show the predicted Total Citations (ln) values
for each quantile based on the disruptiveness mean† independent variable. The
first graph (left) shows the predictions that came from the quantile regression model
(individual fixed effects incorporated). The second graph (right) shows the predicted
Total Citations values as well, but the curves in this graph are fixed. A † indicates
that a variable represents statistics based on patents from the previous three years.
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Figure 17: Two line plots that show the predicted Total Citations (ln) values
for each quantile based on the disruptiveness variance† independent variable. The
first graph (left) shows the predictions that came from the quantile regression model
(individual fixed effects incorporated). The second graph (right) shows the predicted
Total Citations values as well, but the curves in this graph are fixed. A † indicates
that a variable represents statistics based on patents from the previous three years.
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Figure 18: Two line plots that show the predicted Total Citations (ln) values
for each quantile based on the disruptiveness skewness† independent variable. The
first graph (left) shows the predictions that came from the quantile regression model
(individual fixed effects incorporated). The second graph (right) shows the predicted
Total Citations values as well, but the curves in this graph are fixed. A † indicates
that a variable represents statistics based on patents from the previous three years.
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E Quantile Regression Predictions ROA

This appendix contains the graphs belonging to the quantile regression experiments
where ROA was used as dependent variable. Figure 19 shows the results for the
disruptiveness variance independent variable.
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Figure 19: Two line plots that show the predicted ROA values for each quantile
based on the disruptiveness variance† variable. The first graph (left) shows the
predictions that came from the quantile regression model (individual fixed effects
incorporated). The second graph (right) shows the predicted ROA values as well,
but the curves in this graph are fixed. A † indicates that a variable represents
statistics based on patents from the previous three years.
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