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Abstract

The prediction of the foreign exchange market comes with great challenges and opportunities.
This study describes the prediction whether the price of one currency will increase or decrease
relative to another currency over a given time interval and how this can be exploited in a
practical trading strategy. In order to generate a prediction, a stream of historical bid and
ask prices is converted into a pre-defined set of so-called technical indicators. This provides
the basis for machine learning algorithms to induce a model. More precisely, default random
forest and gradient boosting were applied on three time intervals; daily, hourly and per-
minute. Furthermore, we applied state-of-the-art hyperparameter optimization techniques on
a daily interval, including automated machine learning with combined algorithm selection and
hyperparameter optimization. The technical indicators are calculated based on five elements
within any given time interval; open, high, low, close and volume. We will report on the
performance of the models in respect to the majority and the no-change classifiers. The results
reflect that most models outperform the majority and the no-change classifiers, often with
statistical significance. The second part of this study describes the results of applying findings
of the trend prediction into an offline real-world trading strategy. The results reflect that a
1.85% return on investment for an investment of e100.000 over 5 months can be achieved
with the Euro to Norwegian Krone in a daily interval.
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1 Introduction

In the introduction we will explain the current situation, our research question and the thesis
overview.

1.1 The situation

Trading on financial markets, such as the stock market and foreign exchange (Forex), comes with
great challenges and opportunities. In order to deploy a trading strategy, many components need
to work together, e.g., identifying trends, predicting whether the price of a certain financial asset
will increase or decrease, assessing the risk and deciding on a proper action. The stock market
often shows high volatility and has been identified as one of the most challenging applications
of machine learning [13]. Research has shown that the quality of stock price prediction can be
more accurate with technical analysis [4, 15], i.e., statistical properties on recent intervals of the
data. However, technical analysis will only be useful if the market is not efficient, i.e., the current
price of a financial asset does not contain all the current available information [4]. Related work
has shown that there are many technical indicators available [1]. Before the upswing of artificial
intelligence (AI), traders manually selected the most profitable indicators. Fortunately, machine
learning algorithms can be applied on this task.

We will focus on the foreign exchange market. Foreign exchange, also known as Forex or FX,
is the market in which currencies are traded. It is the most liquid financial market in the world
and daily transactions are worth over trillions (1012) of dollars. Foreign exchange currencies can
be traded 24 hours per day and 5 days per week. Moreover, the Forex market is a decentralized
network of banks, brokers, institutions and individual traders [19]. In general, there are three
parties involved in trading on the Forex market; (i) trader : the party that buys and sells the actual
currency; (ii) stockbroker : licensed professionals who have access to the Forex market. A trader is
not able to directly buy from the Forex market and buys through a broker; and (iii) market maker :
institutions that ensure there is enough liquidity on the financial market, so that stockbrokers are
always able to buy and sell on the Forex market.

1.2 Research question

Despite the fact that technical indicators and machine learning models can be used for accurate
prediction on the financial market, some aspects remain unclear. First of all, there are many different
machine learning models available which can help solving this problem statement. How models
perform in comparison to each other is unknown a priori. Another uncertainty is the performance of
the models in an offline real-world trading strategy, i.e., a simulation of trading on the Forex market
with historical data where transaction costs and market opening hours are taken into account.
Hence, this raises the question: ‘Which AI and machine learning approaches perform well in trading
(algorithmically) on the foreign exchange market and how effective are these in terms of potential
gains in profit and risk?’. To answer this research question, the work is divided into two parts. In
the first part, different machine learning approaches will be trained and tested on 32 currency pairs.
We report on performance compared to baselines. In the second part, the best performing machine
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learning model will be applied in an offline real-world trading strategy, i.e., backtest, to measure
profit and risk.

1.3 Thesis overview

Following this introduction, Section 2 includes the definitions; Section 3 discusses related work;
Section 4 continues with the methodology used; Section 5 explains experiments; Section 6 shows the
results; Section 7 concludes this study; and Section 8 gives recommendations for further research.
This is the bachelor thesis for the bachelor Computer Science & Economics at Leiden Institute of
Advanced Computer Science and the thesis was supervised by Jan N. van Rijn and Holger H. Hoos.
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2 Definitions

In the definitions we will introduce the terms we used throughout this paper.

2.1 Bid and ask

For any timestamp, any pair of currencies (A, B) is given the following information: bid and ask.
The bid price specifies at which price (expressed in currency B) the trader sells a unit of currency
A and the ask price specifies what the trader wants to pay in currency B for a unit of currency
A [7]. The gap between the bid and ask prices is called the spread. Note that the ask price is always
higher than the bid price – this is how the market maker makes a profit. Since this study is focused
on the performance of an individual trader, the performance of the market maker is out of scope.

2.2 Open, high, low, close and volume

There are four prices and one volume indicator available for every bid and ask price in a time
interval: (i) open: the price at the start of the interval; (ii) close: the price at the end of the interval;
(iii) high: the highest price during the interval; (iv) low : the lowest price during the interval; and
(v) volume: every price change and transaction comes with an amount of currencies provided by
the market maker at that moment in time. For daily, hourly and per-minute intervals, volume is
the sum of all currencies that is provided within the interval. Note that volume is not the number
of currency pairs traded between two parties, since the forex market is decentralized and that
information is not available.

We denote the average of the bid and ask price at the open, high, low, close and volume at
interval i as Oi, Hi, Li, Ci and Vi, respectively. The high or low over multiple intervals is denoted
by a range in subscript, e.g., H[i−n+1,i] denotes the highest price over the n intervals up to and
including i.
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3 Related Work

There have been applications of machine learning to various well-defined sub-problems of foreign
exchange trading. In the following section, we discuss several studies that inspired our research and
we outline our contribution to the scientific community.

3.1 Previous studies

Baasher & Fakhr [3] have shown promising results in the prediction of the high price in a daily
interval on historical Forex data. The study describes a binary classification problem whether the
price of one currency will increase or decrease relative to another currency in a daily interval. They
have used technical analysis and signal processing for their prediction on four currency pairs. The
binary classification is as follows: (i) true: the high price will increase over a daily interval, compared
to the high price of the day before; and (ii) false: the high price will decrease or stay the same over a
daily interval, compared to the high price of the day before. Baasher & Fakhr used three supervised
machine learning classifiers, namely, radial basis function neural network, multilayer perceptron
neural network and support vector machine. To improve the classifiers, two feature selection and
five feature extraction techniques are applied. With feature selection, a subset of the best features
is selected. Feature extraction on the other hand still includes all the features. However, it reduces
the number of features by grouping individual features into one. The results are then compared in
terms of accuracy score, i.e., the percentage correctly predicted and percentage normalized profit
(PNP), i.e., a profit criterion that appoints higher scores when important changes are predicted
correctly. The highest accuracy score and PNP achieved are 79.8 and 67.7, respectively. Although
their results seem solid, no viable trading strategy can be applied to such predictions.

Most notable is the work described by Dempster & Leemans [8]. They have used recurrent
reinforcement learning for their automated trading system on the Forex market. Dempster &
Leemans used a three-layer system: (i) machine learning algorithm: a recurrent single layer neural
network, where the price of one currency is expressed in another; (ii) risk management : the
evaluation whether the recommendation from the first layer is desirable in terms of risk as well;
and (iii) dynamic utility optimization: the hyperparameter optimization of the first and second
layer, in terms of utility and risk-return. Their system deployed a proper trading strategy based on
an offline real-world simulation and obtained a profit of more than 26% per annum over two years
with high-frequency data, on a single dataset.

Sidehabi & Tandungan [22] have shown that all four prices: open, high, low and close, can be
proper predicted in an hourly interval, with an RMSE score between 0.000307 and 0.001084. Note
that this is a prediction for the actual value of the prices, not a binary classification. They used
three time periods of observation, i.e., 1 day, 5 days and 30 days. Sidehabi & Tandungan used both
statistical and machine learning approaches. For the statistical method, they used adaptive spline
treshold autoregression and for the machine learning method they used support vector machine
and neural network.

Yang & Zhang [27] did not predict the direction or value of a financial asset, however, they
have shown a new variance estimator, i.e., a predictor for volatility in the financial market. This
new estimator can be used for risk analysis, namely, if the price of a financial asset increases or
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decreases fast, this could be assigned as risky. In classical variance estimators of volatility, only
closing prices were used. However, Yang & Zhang described an estimator based on opening, high,
low and closing prices, which resulted in a more accurate estimator and independent of drift and
opening price jumps.

3.2 Relevance

Baasher & Fakhr [3] predicted only the high price in a daily interval. Besides predicting the high
price, our research will make a prediction for the opening, low and most importantly, the closing
price as well. Additionally, we will compare the closing price with 3 time intervals, namely, daily,
hourly and per-minute. Furthermore, we will show a spread of accuracy scores instead of a single
value. Many machine learning algorithms use randomization to induce a model, which results in
different models and different accuracy scores. A spread of values will therefore say more about the
actual accuracy than a single value.

More generally, our contributions are as follows: (i) we apply state-of-the-art hyperparameter
optimization techniques and automated algorithm selection to the various datasets and report on
performance compared to baselines; (ii) we apply the best machine learning model in an offline
real-world trading strategy based on historical data; (iii) we outline how automated data science and
meta-learning can be used to further improve predictive results; and (iv) we make the benchmark
suite available on OpenML1, for the community to participate in this scientific challenge on a
homogeneous collection of datasets.

1See: https://www.openml.org/s/219
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4 Methodology

In the following, we will explain the theoretical background in order to define our features and
target. We will first explain the trend prediction and then the backtesting, i.e., trading strategy.

4.1 Trend prediction

In the trend prediction we will discuss the defined features and the target.

4.1.1 Features with technical indicators

For technical analysis, there are five elements that can be used; open, high, low, close and volume.
However, the Forex market provides the five elements twice, for both bid and ask. Therefore, we
take our pre-defined elements Oi, Hi, Li, Ci and Vi. An average between bid and ask is used, since
sometimes there will be a sell signal and sometimes there will be a buy signal. With a sell signal,
the trader sells the currency for the bid price and with a buy signal, the trader buys the currency
for the ask price. In addition, Forex is a very liquid market which results in a relatively small
spread [7]. However, the two values are added with volume instead of taking the average. Volume
is an indicator of liquidity in the market and we calculated the technical analysis with the total
liquidity.

The technical indicators were calculated based on Oi, Hi, Li, Ci and Vi. Table 1 shows the
technical indicators that we considered in this research. Note that several of these are parameterized
(by size of the time window). For those, we followed the parameterization of Baasher & Fakhr [3].

In addition to the technical indicators from Table 1, more technical indicators are generates
using a Python library. This is an open source technical analysis library build upon Pandas2. In
total, this library provides 53 indicators. After removing the duplicates of indicators listed in Table 1,
there are 41 new indicators left, which generates 41 features as well. The calculated and library
indicators combined 86 features. In the first 51 time intervals, some of the technical indicators
cannot be calculated, because they need a time window of 52 intervals. These rows are removed
from the dataset. Note that the features are calculated over their time interval. This means that
for the prediction in daily, hourly and per-minute intervals, the time window is in days, hours and
minutes, respectively.

4.1.2 Target

Generally, machine learning models are induced based on a dataset D = {(xi, yi) | i = 1, . . . , n}
to map an input x to output f(x), which closely represents y. The x-values are in this case the
technical indicators plus the prices and volume indicator Oi, Hi, Li, Ci and Vi. As such, the trained
model predicts the y-value based on a small window (max 52) from the past.

2See: https://github.com/bukosabino/ta
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Table 1: Technical Indicators. The current interval is denoted with index i. Several technical
indicators are parameterized by n, the size of the time window.

Name Definition ref #features

Simple Moving Aver-
age

SMAc
i = Ci−n+1+Ci−n+2+...+Ci

n (can be defined on open, high and low
as well)

[1] 0

Stochastic Oscillator %K =
Ci−L[i−n+1,i]

H[i−n+1,i]−L[i−n+1,i]
, %D = %Ki−n+1+%Ki−n+2+...+%Ki

n [1] 12

Momentum Ci − Ci−n [14] 6

Price Rate of Change Ci−Ci−n

Ci−n
[1] 4

Williams %R
H[i−n+1,i]−Ci

H[i−n+1,i]−L[i−n+1,i]
[1] 5

Weighted Closing
Price

Ci×2+Hi+Li

4 [1] 1

Williams Accumula-
tion Distribution Line

WADLi = WADLi−n +


min(Li, Ci−n) ∗ Vi if Ci > Ci−n

max(Hi, Ci−n) ∗ Vi if Ci < Ci−n

0 otherwise

[1] 2

Moving Average Con-
vergence, Divergence

Exponential moving average, placing a greater weight on the most
recent data points

[1] 1

Commodity Channel
Index

The variation over the sum of Hi, Li and Ci from its statistical mean [1] 1

Bollinger Bands Upper- and lowerband: two standard deviations shifted respectively
up or down from SMAi

[1] 2

Heikin-Ashi Candlestick bar (OHAi, CHAi, HHAi, LHAi) which eliminates irregu-
larities from a normal bar (Oi, Ci, Hi, Li)

[24] 4

Mean Open & Close Oi−n+1+Oi−n+2+...+Oi+Ci−n+1+Ci−n+2+...+Ci

2n - 1
Variance Open &
Close

Variance over {Oi−n+1, Oi−n+2, . . . , Oi, Ci−n+1, Ci−n+2, . . . , Ci} - 1

High Price Average Simple moving average over the high - 1
Low Price Average Simple moving average over the low - 1
High, Low Average Simple moving average over the sum of high and low - 2
Trading Day Price Av-
erage

Simple moving average over the sum of the open, high, low and close - 1

We define our prediction target as the binary classification Yi < Yi+1, where Y can be O,H,L
and C. The target attribute is true when the price will increase over a specific time interval, and the
class attribute is false when the price will decrease or stay the same over a specific time interval.

The target prices – open, high and low – are only meant for research purposes and cannot
be used in a trading strategy. The reason for the opening price to be unusable is as follows: the
Forex market is open 24 hours per business day, which results in a situation that the closing price
of the current interval and the opening price of the following interval are closely related to each
other. The current closing price needs to be known for the calculation of the technical indicators,
so there would be no time in between to trade. The gap between the current closing price and the
following opening price is bigger in the weekends. Nevertheless, it is then not possible to trade. The
reason for the high and low prices to be unusable is the same: it is not known when the high or low
price will occur within a time interval, i.e., it is allocated afterwards. However, we still analyze the
results, especially the high price to compare the results with the study of Baasher & Fakhr [3].
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4.2 Backtesting

We will report on profit in quantitative terms, return on investment, annual return (in %) and the
Sharpe ratio. The Sharpe ratio is a gain measurement that takes the risk of a return into account.
Let RFt be the return on Forex F in period t and RBt the return on a benchmark in period t, i.e.,
a pre-defined return (in this case the S&P 500). Dt, the differential return, is then defined as:

Dt = RFt −RBt (1)

Let D be the average of Dt for the period from t = 1 up until T :

D =
1

T

T∑
t=1

Dt (2)

Let σd be the standard deviation of Dt:

σD =

√∑T
t=1(Dt −D)2

T − 1
(3)

The Sharpe ratio is then defined as:

S =
D

σD
[21] (4)
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5 Experimental Setup

In the following, we will explain what programs, data and models we have used in order to generate
results. We will first explain the trend prediction and then the backtesting, i.e., trading strategy.

5.1 Trend prediction

In the trend prediction we will discuss the data used, the implementation details and the run of
the experimental setup.

5.1.1 Data

There are several data providers for historical Forex data available, both free of charge and for a fee.
We collected our data from Dukascopy, one of the free of charge data providers, which is commonly
used by the scientific community [26, 17]. We were allowed to redistribute their data, which was
important to us, since we uploaded our data to OpenML [25]. The data we used comes from their
online data feed platform3. In total, we have used 32 currency pairs in order to compare the results.
We have chosen the major forex pairs together with some random selection from Dukascopy. The
complete list of currency pairs can be found in Table 2. Both the bid and ask prices are downloaded
and then combined based on their timestamp. All currency pairs were recorded over the same period
(daily and hourly intervals: 2012-2018; per-minute intervals: 2018), not involving the weekends.
Table 3 reflects the data elements after collecting and merging bid and ask prices. The timestamp
was adjusted to the format YYYYmmdd HH:MM, to fit the QuantConnect format, where the trading
strategy is run.

5.1.2 Implementation details

Python (version 3.6) is an interpreted, object-oriented and high-level programming language [18]. It
is thus not compiled and instructions are executed directly. In addition, Python comes with many
good libraries for data structures (Pandas version 0.24 [16]) and machine learning (Scikit-Learn
version 0.21 [20]). Pandas is build upon Python. It is fast and well structured for the manipulation
and analysis of data. Scikit-Learn is build upon Python as well. With Scikit-Learn a machine
learning model can be run with a few lines of code.

5.1.3 Run

With the features and target defined, the machine learning algorithms can induce a model. We will
apply and report on three machine learning approaches in this research. The models are trained on
80% of the total data. The residual 20% is used to test the model and report the results. This is
called hold-out validation. Note that the order of the data is relevant. The events in the testing set
took place before the events in the training set.

3See: https://www.dukascopy.com/swiss/english/marketwatch/historical/
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Table 2: All the Forex currency pairs we have analyzed in their ISO-4217 format.

abbreviation short description
AUD/CAD Australian Dollar vs. Canadian Dollar
AUD/CHF Australian Dollar vs. Swiss Franc
AUD/JPY Australian Dollar vs. Japanese Yen
AUD/NZD Australian Dollar vs. New Zealand Dollar
AUD/SGD Australian Dollar vs. Singapore Dollar
AUD/USD Australian Dollar vs. US Dollar
CAD/CHF Canadian Dollar vs. Swiss Franc
CAD/JPY Canadian Dollar vs. Japanese Yen
CHF/JPY Swiss Franc vs. Japanese Yen
CHF/SGD Swiss Franc vs. Singapore Dollar
EUR/AUD Euro vs. Australian Dollar
EUR/CAD Euro vs. Canadian Dollar
EUR/CHF Euro vs. Swiss Franc
EUR/DKK Euro vs. Danish Krone
EUR/GBP Euro vs. Pound Sterling
EUR/HKD Euro vs. Honk Kong Dollar
EUR/HUF Euro vs. Hungarian Forint
EUR/JPY Euro vs. Japanese Yen
EUR/NOK Euro vs. Norwegian Krone
EUR/NZD Euro vs. New Zealand Dollar
EUR/PLN Euro vs. Polish Zloty
EUR/RUB Euro vs. Russian Rouble
EUR/SEK Euro vs. Swedish Krona
EUR/GSD Euro vs. Singapore Dollar
EUR/TRY Euro vs. Turkish Lira
EUR/USD Euro vs. US Dollar
GBP/USD Pound Sterling vs. US Dollar
NZD/USD New Zealand Dollar vs. US Dollar
USD/CAD US Dollar vs. Canadian Dollar
USD/CHF US Dollar vs. Swiss Franc
USD/DKK US Dollar vs. Danish Krone
USD/JPY US Dollar vs. Japanese Yen

Table 3: The collection of information for currency pairs; the data we used in our research.

name short description
timestamp YYYYmmdd HH:MM

bid open price in currency B for currency A
bid high price in currency B for currency A
bid low price in currency B for currency A
bid close price in currency B for currency A
bid volume liquidity in millions
ask open price in currency B for currency A
ask high price in currency B for currency A
ask low price in currency B for currency A
ask close price in currency B for currency A
ask volume liquidity in millions
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Table 4: Config space for 100 iterations of random search with gradient boosting.

hyperparameter lower bound upper bound default value log
learning rate 0.00001 0.1 0.001 true
n estimators 64 2048 100 true
subsample 0.0 1.0 1.0
min samples split 2 20 2
min samples leaf 1 20 1
min weight fraction leaf 0.0 0.5 0.0
max depth 1 32 3
min impurity decrease 0.0 1.0 0.0
max features 0.0 1.0 0.0
validation fraction 0 1 0.1
n iter no change 1 2048 200
tol 1e− 5 1e− 1 1e− 4 true
hyperparameter choises
criterion ′friedman mse′,′mse′,′mae′

Table 5: Config space for 100 iterations of random search with random forest.

hyperparameter lower bound upper bound default value
max features 0. 1. 0.5
min samples split 2 20 2
min samples leaf 1 20 1
hyperparameter value
n estimators 100
min weight fraction leaf 0.
hyperparameter choices default
criterion ′gini′,′ entropy′ ′gini′

bootstrap true, false true

Default hyperparameters The first approach reflects results of the models random forest [6]
and gradient boosting [12], with default hyperparameters from Scikit-Learn [20]. This approach
compares daily, hourly and per-minute intervals on the closing price.

Optimized hyperparameters The second approach uses random forest and gradient boosting
as well. However, the hyperparameters of random forest and gradient boosting are optimized
with 100 iterations of random search. The different settings which are used in the random search
iterations can be found in the Table 4 for gradient boosting and in Table 5 for random forest.
For every iteration, the internal cross-validation is fixed to 5. Cross-validation ensures that the
hyperparameters are not fitted on one validation set and therefore aims to ensure that the models
are performing well in general, i.e. it prevents overfitting of the hyperparameters. Random search
executes on the training set, so the testing set is disregarded from the fitting process. For a complete
overview of splitting the data in training, cross validation and testing sets, see Figure 1. This
experiment is run in a daily interval, predicting all four prices; open, high, low and close.

11



Figure 1: Overview splitting data in training, cross validation and testing sets4.

Algorithm selection and optimized hyperparameters As third approach, we apply Auto-
sklearn [10] for a daily interval for the four prices; open, high, low and close. Auto-sklearn is an
automated machine learning system that applies meta-learning and black box optimization to search
for the best combination of machine learning models with their best-performing hyperparameters.
This is called combined algorithm selection and hyperparameter optimization (CASH) [23]. Auto-
sklearn may seem to always perform better than the first two approaches, because Auto-sklearn
searches over algorithms with their best-performing hyperparameters by itself. It is therefore
at least able to find the same models as the default hyperparameters and the random search
hyperparameters. Nonetheless, it seems natural to assume that it finds better performing models.
However, there is one critical setting for this approach: running time. If there is an unlimited
amount of time available, this approach is probably always better than the first two approaches.
Since we do not have an unlimited amount of time available, we have set a time budget.

The first time limitation is on the total run, i.e., one complete Auto-sklearn model fitting and
is set to 3600 seconds wall-clock time (we used a single core). The second time limitation is on a
single call to try out one machine learning model, which is set to 360 seconds. The cross validation
is set to 5-fold5. To compare the results between optimized hyperparameters and algorithm selection
with optimized hyperparameters more fairly, cross validation is used in both approaches.

Note that the two approaches with hyperparameter optimization both make a prediction
for the opening, high, low and closing price in a daily interval. Therefore, we show their results

4See: https://towardsdatascience.com/train-test-split-and-cross-validation-in-python-80b61be
ca4b6

5Note that Auto-sklearn normally uses holdout in stead of cross validation.
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side by side. We do note that the results of the two approaches have a different setup, namely,
hyperparameter optimization with random search has fixed budget on the number of iterations
and combined algorithm selection and hyperparameter optimization with Auto-sklearn has a fixed
budget on running time. We have run every experiment 10 times for all approaches, with varying
random seeds (0 to 9). We used 10 different seeds, since our algorithms used randomization to
induce a model. Setting a fixed random seed ensures that our research can be reproduced.

Significance To give proper conclusions, we calculated the significance of the results. We took the
mean of the 10 achieved accuracy scores on every dataset and ran a statistical test to significantly
compare all the models. We used the Friedman test, where every machine learning model gets a
different rank on every dataset, based on their accuracy score [9]. The Friedman test compares
different models with the null-hypothesis that every model is equivalent. The best performing
model is ranked first, the worst performing model is ranked last. Ties get an average rank. We then
took the average rank for every model. A critical distance was calculated based on these average
ranks. When the average ranks of two classifiers are not at least the critical distance removed from
each other, the models do not significantly differ. This post-hoc analysis is called the Nemenyi
test [9]. An example of a figure that a Nemenyi test induces can be found in Figure 3. Models that
not significantly differ are connected with the tick line. The critical distance is dependent on the
significance level α. When α increases, the critical distance decreases. We used a standard setting
of 0.05 for α.

5.2 Backtesting

With backtesting, an offline real-world trading strategy is simulated and reports reflect performance
in profit and risk. We have used the backtesting platform Lean, from QuantConnect6, which is an
open source platform. We have chosen QuantConnect for its open source, the active community,
and for the clean and informative reports. Note that QuantConnect, in backtesting mode, simulates
a real-world trading environment where transaction costs and opening-hours are taken into account.
Another advantage of QuantConnect is that the backtested trading strategy can be easily deployed
to the live market. Since trading through a broker with live market data is out of the scope of this
research, this feature is neither analyzed nor reported.

The trading strategy uses the same data as the trend prediction, however, with a slightly
different time range. The trading strategy uses the dataset with the highest accuracy score achieved
at the trend prediction. By seeing the results of the trend prediction, the trend prediction testing
set did become part of the training set for backtesting. It would have been unfair to use the same
testing set for the trading strategy, because future information would have been available. The data
range is therefore from 2012 up to and including 5/2019 in daily intervals. Only the last 5 months
will be used for testing, since this data has not been used for trend prediction. The backtesting
part will only be in daily intervals.

Furthermore, we will calculate the technical indicators on the training set and fit the model.
The testing set enters one by one, where the technical indicators are calculated for a single row and

6See: https://www.quantconnect.com/lean/
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a prediction is made with the machine learning model. If the prediction is assigned the positive class,
i.e., the closing price increases within a specific interval, a long position will be taken (currency A
is bought and currency B is sold). If the prediction is assigned the negative class, i.e., the closing
price decreases or stays the same within a specific interval, a short position is taken (currency B is
bought and currency A is sold). Due to the short position it is possible to make a profit while the
closing price of the currency pair is decreasing over a specific time interval. Note that this simple
strategy will invest the total capital with every decision and a short or long position is taken every
interval.

This strategy will be compared with the no-change strategy, which makes the same decision as
the previous interval, e.g., if the price over the previous interval increased, the no-change strategy
predicts it will increase within the following interval as well and takes a long position. If the price
in the previous interval decreased or stayed the same, it will take a short position.

The start currency will be the base currency, i.e., the first currency A of the currency pair
(A,B). Note that it is not possible in QuantConnect to start your capital in any other currency than
US dollars. As a consequence, QuantConnect tries to buy euros with US dollars at the currency rate
EUR/USD. At the end of the trading sessions, the euro’s must be exchanged back to US dollars.
To bypass the exchange from euro’s to US dollars and back, the name of EUR/NOK was changed
to USD/NOK. Furthermore, to simulate the real-world with transaction fees, the brokerage model
InteractiveBrokers is used.

We imported our own data in QuantConnect. Since we did not download the weekend data
from Dukascopy, QuantConnect fills this missing data with the last available data: Friday. This
gave us three duplicate days per week in the data to train the machine learning model. Therefore,
we removed the duplicate rows. The duplicate rows will not be available in the testing set, since
every day enters one by one. Thus, we checked if the pricing and volume information was not equal
to the last row, otherwise no decision and no trade is made. This did not influenced the technical
indicator values. Because the technical indicators WADL and MACD did not returned the expected
value with the data stream, they were left out of the trading strategy.
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6 Results

In the following, we will show the accuracy scores in comparison with baselines and reflect on
notable patterns. We will first show the trend prediction and then the backtesting, i.e., trading
strategy.

6.1 Trend prediction

The results of the machine learning approaches will be shown in box plots, e.g., Figure 2. The title
shows the time interval, which target price was predicted and what approach was run. The x-axis of
the box plot show the 32 different currency pairs from Table 2. In Figure 2, two bars belong to one
currency pair, in contrary to the box plots of the optimized hyperparameters/algorithm selection,
where three bars belong to one currency pair (with default hyperparameter only two approaches are
compared and with optimized hyperparameters/algorithm selection three approaches are compared).
The y-axis shows the accuracy of the algorithm used, i.e., the number of correct predictions divided
by the total number of predictions. The red line indicates the performance of the constant classifier
that always predicts the majority class. Note that this constant classifier could be true or false.
The majority is measured over the testing set and could be different from the majority in the
training set. Therefore, it is always ≥ 0.50. The lime (green) line indicates the performances of the
no-change classifier that always follows the direction of the previous time interval.

The colored center part of the box plot represents 50% of the accuracy scores and is called
the interquartile. In this case the interquartile consists of 5 achieved accuracy scores from one
model, since every box plot bar is made out of 10 runs, with the median shown as black line in
between. The maximum (25%) and the minimum (25%) of the accuracy scores are indicated by the
vertical lines attached respectively above and below the interquartile. Some models have outliers,
represented as a diamond shaped dot. An accuracy score is considered an outlier if it is 1.5 times
the interquartile spread removed from the lower or upper bound of the interquartile.

6.1.1 Default hyperparameters

Daily Figure 2 shows the box plot where the models had the task to predict the direction of
the closing price within a daily interval, with default hyperparameters. Results show that random
forests outperform the constant classifier for 20 of the 32 datasets and gradient boosting for 18 of
the 32 datasets. Furthermore, random forests have a wider spread of values than gradient boosting
and gradient boosting outperforms random forests on average in 24 of the 32 datasets. In addition,
random forests improve the constant classifier on average by 0.68% and gradient boosting with
1.41%. However, if we look at the significance test of the models (see Figure 3), we see that random
forests and gradient boosting do not significantly differ from the majority nor from each other.
However, the models do significantly outperform the no-change classifier. The highest accuracy
score achieved in this run is 0.591. It is an outlier of gradient boosting on the currency pair
EUR/NOK. The highest accuracy score of gradient boosting without an outlier can be found on
the currency pair EUR/CHF (0.589). Since the majority of this dataset on this task is 0.504, this is
on average the biggest gain in accuracy score (8.06%) as well. Therefore, we consider this the best
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Figure 2: Box plot of machine learning prediction with default hyperparameters, daily time interval
and closing price.

predictable currency pair, over the measured time frame. The majority outperforms the currency
pair EUR/SEK the most (5.37%). This currency pair has the lowest accuracy score in this task
(0.446) as well. Therefore, we consider this the worst predictable currency pair, over the measured
time frame.

Hourly The results from the prediction on the closing price within an hourly interval and default
hyperparameters, can be found in Figure 4a and Figure 4b. In Figure 4a, two datasets, EUR/HUF
and EUR/RUB, have a very high majority accuracy score. Consequently, the spread of the different
models are visually difficult to compare and they are left out in Figure 4b. These two data sets get a
majority score of 0.52 when comparing average improvements and when running the Friedman test.
The results reflect that the accuracy score of the majority classifier is on average 0.517. This means
that the closing price volatility at an hourly interval is high, i.e., the price direction fluctuates
often. Furthermore, random forests and gradient boosting perform on average better than the
majority on 28/32 and 26/32 datasets, respectively. In addition, the models in an hourly interval
have on average a slightly better performance than in a daily interval (0.03%). Random forests
achieve on this task again a wider accuracy spread and gradient boosting (1.47% improvement
relative to majority) outperforms random forests (0.67% improvement relative to majority) on
average by 0.80%. Different from the results for a daily interval, we see that gradient boosting
significantly differ from the majority classifier (see Figure 5). However, random forests is still not
significantly better than the majority. When we compare gradient boosting and random forests, we
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Figure 3: Comparison of all default hyperparameter machine learning models and baselines against
each other with the Nemenyi test, in daily time interval and on closing price. Models that do not
significantly differ (distance smaller than CD; critical distance) are connected.

see no significant difference as well. However, the no-change classifier is significantly worse than
the models. The highest accuracy at an hourly interval is lower than at a daily interval and can
be found on the currency pair EUR/PLN, with a score of 0.543. This is achieved with gradient
boosting and outperforms the majority with 3.14%. EUR/PLN is therefore considered the best
predictable currency pair, over the measured time frame. The worst accuracy score compared to the
majority is on the currency pair EUR/RUB, where the majority is 0.707. This is thus considered
the worst predictable currency pair, over the measured time frame.

Per-minute Figure 6a shows the results for the per-minute interval with the prediction on the
closing price. Both random forests (0/32) and gradient boosting (8/32) are not often performing
better than the majority. This means that the features are not good predictors for the direction of
the closing price within the per-minute interval with default hyperparameters. To obtain better
insights between the datasets that have a more equal distribution in price direction, Figure 6b has
a y-axis with accuracy scores between 0.50 and 0.56. EUR/HUF and EUR/RUB get a majority
score of 0.53 when comparing average improvements and when running the Friedman test. In
addition to daily and hourly intervals, gradient boosting (0.47% improvement relative to majority)
outperforms random forests (0.56% decreased relative to majority) on average by 1.03% and has
a smaller accuracy spread than random forests. The significance test in Figure 7 shows that the
accuracy score achieved by random forests is significantly different from that observed for the
majority and gradient boosting, however, significantly worse. Gradient boosting on the other hand,
is not significantly worse than the majority. The highest accuracy score is achieved on the currency
pair EUR/DKK, with a score of 0.693. Since the majority is very high as well, we did not consider
this as an improvement. Gradient boosting outperforms the majority the most on the currency pair
EUR/SGD, with an improvement of 0.75% and is therefore considered the best predictable currency
pair, over the measured time frame. The majority outperforms the currency pair EUR/HUF on
average by 21.49%, which is more than on any other currency pair. Therefore, we classify this
currency pair as worst predictable, over the measured time frame.

When we compare the three time intervals with each other, we see that the hourly interval can
be best predicted, followed by the daily interval and the per-minute interval is hard to predict. We
did see that the average performance difference between daily and hourly intervals was not big
(0.03%). However, note that gradient boosting in the hourly interval was the only significant better
performing model. We speculate that the technical indicators in per-minute intervals have a low
level of granularity, i.e., it adds no information whether the price increases or decreases within a
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Figure 4: Box plot of machine learning prediction with default hyperparameters, hourly time interval
and closing price. 4a with no fixed y-axis and 4b with fixed y-axis).
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Figure 5: Comparison of all default hyperparameter machine learning models and baselines against
each other with the Nemenyi test, in hourly time interval and on closing price. Models that do not
significantly differ (distance smaller than CD; critical distance) are connected.

per-minute interval. We suspect that adding higher resolution data, e.g., seconds, will increase the
prediction for the per-minute interval. In a daily and hourly interval, the level of granularity is
higher and this results in significant higher accuracy scores. The no-change classifier is always the
worst performing classifier, compared to the models with default hyperparameters. In daily and
hourly intervals it is significantly worse than all classifiers, however, it is significantly equal in the
per-minute interval with random forests.

6.1.2 Optimized hyperparameters/algorithm selection

Close In the following, we present the results for optimized hyperparameters/algorithm selection.
In Figure 8, the results of the closing price prediction in a daily interval is shown. This is the
same setup as showed in Figure 2 and can therefore be compared well. First of all, random forests
(23/32), gradient boosting (26/32) and Auto-sklearn (27/32) perform better than the majority
classifier. It is not a surprise that this is an improvement in comparison with the daily interval with
default hyperparameters (Figure 2). In addition, the models perform better than the no-change
classifier as well. Moreover, the model Auto-sklearn outperforms the majority class on average
by 3.06%, random forests with optimized hyperparameters by 2.57% and gradient boosting with
optimized hyperparameters by 2.10%. Random forests outperform gradient boosting, in contrast
with the findings for default hyperparameters. We saw that the spread of random forests became
smaller than gradient boosting as well. Furthermore, we see that Auto-sklearn (16 currency pairs)
often achieves the highest average accuracy score, followed by gradient boosting (9 currency pairs)
and then random forests (7 currency pairs). Figure 9 shows that random forests and Auto-sklearn
reflect significant difference with the majority classifier, while gradient boosting does not. However,
there is no significant difference between the three models. Note that optimized random forests
are significant compared to default random forests. On the currency pair GBP/USD, the highest
accuracy score, apart from the outliers, is achieved by gradient boosting (0.626). Since the spread
of this model is wide, we speculate that this score would not be achieved often. Therefore, the
currency pair EUR/NOK seems to be the best predictable currency pair since on average, random
forests outperform the majority class with 9.46%, gradient boosting with 8.18% and Auto-sklearn
with 7.87%. The worst predictable currency pair is EUR/HUF, because the majority classifier
outperforms this dataset with 2.35%.

We see that Auto-sklearn outperforms random forests and gradient boosting with hyperparam-
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Figure 6: Box plot of machine learning prediction with default hyperparameters, per-minute time
interval and closing price. 6a with no fixed y-axis and 6b with fixed y-axis.
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Figure 7: Comparison of all default hyperparameter machine learning models and baselines against
each other with the Nemenyi test, in per-minute time interval and on closing price. Models that do
not significantly differ (distance smaller than CD; critical distance) are connected.

eter optimization by 0.49% and 0.96%, respectively. This tells us that Auto-sklearn, with an overall
wall-clock time budget of 3600 seconds, is able to find a better predictor than using random forests
and gradient boosting after 100 iterations of random search, where the recorded running time was
always between 1274 and 4864 seconds.

Open As mentioned in Section 5, we research the opening, high and low prices as well. In
Figure 10, the opening price prediction is shown for a daily interval. The first pattern that stands
out are the high accuracy scores, while the majority is on average 0.520. The spreads of all box
plots are small, i.e., the achieved accuracy scores are relatively constant, and the models with
optimized hyperparameters/algorithm selection outperform the constant classifier on average by
42.18%, which is a lot higher than seen in previous results. The reason why the models perform so
well on the opening price is as follow: the closing price of the current interval needs to be known in
order to calculate the technical indicators. Since the Forex market is open 24 hours per day and 5
days per week, the difference between the closing price of the current interval and the opening price
of the following interval tends to be small. Only on weekends the gap is bigger and we assume that
this weekend gap is the reason that the accuracy score is on average 0.942 and not very close to 1.0.

Results show that Auto-sklearn and random forests perform both best on average (16/32),
followed by gradient boosting (8/32). Note that the total number of wins adds up to more than
32. This tells us that the average of the models are equal for some of the currency pairs. It seems
natural to assume that these results are significantly better than the majority and the no-change
classifiers and a significance test confirmed this (see Figure 11). The highest accuracy score (0.980)
is achieved on the currency pair AUD/USD, with all three classifiers. The lowest (0.831) accuracy
score is achieved on the currency pair EUR/RUB, with gradient boosting.

High The high price comparisons in a daily interval with optimized hyperparameters/algorithm
selection can be found in Figure 12. The models perform always better than the majority (a few
outliers not taken into account), improving on average by 18.18%. For this prediction, random
forests (15/32) outperform Auto-sklearn (14/32) and gradient boosting (3/32). In addition, random
forests outperform the majority on average by 18.45%, Auto-sklearn by 18.27% and gradient
boosting by 17.81%. The significance test shows, according to expectations, that all three classifiers
perform significantly better than the majority and the no-change classifiers (see Figure 13). On the
contrary of the other price comparisons, the no-change classifier performs better than the majority,
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Figure 8: Box plot of machine learning prediction with optimized hyperparameters/algorithm
selection, daily time interval and closing price.
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Figure 9: Comparison of all hyperparameter optimized machine learning models and baselines
against each other with the Nemenyi test, in daily time interval and on closing price. Models that
do not significantly differ (distance smaller than CD; critical distance) are connected.
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Figure 10: Box plot of machine learning prediction with optimized hyperparameters/algorithm
selection, daily time interval and opening price.
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Figure 11: Comparison of all hyperparameter optimized machine learning models and baselines
against each other with the Nemenyi test, in daily time interval and on opening price. Models that
do not significantly differ (distance smaller than CD; critical distance) are connected.
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Figure 12: Box plot of machine learning prediction with optimized hyperparameters/algorithm
selection, daily time interval and high price.

however, with an insignificant difference. Two currency pairs, EUR/USD and EUR/HKD, have the
highest accuracy score (0.779). However, Auto-sklearn outperforms the majority of currency pair
USD/CHF on average the most, with an improvement of 26.11%. With the lowest accuracy score
(0.611) and one of the worst in respect to outperforming the majority (10.55%), EUR/SEK is the
hardest to predict currency pair, over the measured target.

One particular important accuracy score to notice is the score achieved on the currency pair
USD/JPY. Baasher & Fakhr [3] used the same classification task, namely, the closing price in a
daily interval. Their study included the currency pair USD/JPY as well, and they observed a score
between 0.690 and 0.778, depending on the machine learning technique used. As seen in Figure 12,
their highest score (0.778) was not achieved in our experiments; our results show a maximum
score of 0.736. We do note that many accuracy scores with optimized hyperparameters/algorithm
selection fall within the same spread. One explanation for their higher accuracy score could be
the misinterpretation and missing of technical indicators. Unfortunately, the calculation of the
technical indicators was not explained well in their work, which led to own interpretation and less
reproducibility. Even after contacting the authors, the technical indicators could not be clarified.
Furthermore, Baasher & Fakhr [3] used three currency pairs which are not available in Dukascopy,
which led to comparison on a single currency pair. Therefore, the comparison between our and
their research could not be made fairly; still, there is no evidence that our results fall significantly
short of theirs.
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Figure 13: Comparison of all hyperparameter optimized machine learning models and baselines
against each other with the Nemenyi test, in daily time interval and on the high price. Models that
do not significantly differ (distance smaller than CD; critical distance) are connected.

Low The final box plot reflects the results of the prediction task for the low price in a daily
interval with optimized hyperparameters/algorithm selection. In terms of accuracy scores, this
is comparable with the high prediction task, with an average improvement of the majority class
by 16.25%. We see that random forests (12/32) often achieve the highest average accuracy score,
followed by gradient boosting (11/32) and Auto-sklearn (9/32). Figure 15 shows, according to
expectations, significant differences between the three models and the majority/no-change classifier.
The highest accuracy is achieved by the Auto-sklearn model on the currency pair NZD/USD, with
an accuracy of 0.796. Comparing to the high price, this is an improvement of 1.70%. The biggest on
average out-performance in respect to the majority is accomplished on the currency pair USD/DKK,
with gradient boosting (24.70%). EUR/TRY is the hardest currency pair to predict, where the
average improvement of the models in respect to the majority is just 8.73%. Furthermore, we see
that the distribution of the majority scores is high (0.531) in comparison with the three other time
intervals.

We see similarities in performance of models predicting high and low prices. The average
accuracy scores are close to each other, which implies that the high and low price can be predicted
equally good with our technical indicators. We speculate that the reason for better performance of
the high and low in respect to the closing price is as follows: the closing price needs to be known
in order to calculate the technical indicators. The closing price is future information in respect
to the high and low prices, since the closing price occurs later (or with a small possibility at the
same time) within a specific time interval. This future information could say something about the
following high or low price, e.g., if the closing price is close to the high, this could indicate that the
high price will increase within the following time interval, since there is a rising trend. For the low
price, it would be exactly the other way around; if the closing price is close to the low, this could
indicate a falling trend where the low price will decrease within the following time interval.

6.1.3 Running time

An important consideration is running time. When two models have the same accuracy score,
whereas one is faster than the other, it can be argued that the faster model is preferable. Figure 16
shows the running time of the machine learning models. The y-axis shows the running time in
seconds on a logarithmic scale.

25



EUR/SG
D

EUR/NO
K

CHF/SG
D

EUR/AUD
EUR/TRY
G

BP/USD
EUR/G

BP
EUR/CAD
EUR/PLN
EUR/USD
CHF/JPY
EUR/NZD
EUR/JPY
CAD/JPY
USD/CHF
AUD/CHF
EUR/DKK
AUD/NZD
AUD/JPY
USD/JPY
CAD/CHF
USD/DKK
EUR/CHF
EUR/HUF
AUD/SG

D
USD/CAD
EUR/RUB
EUR/SEK
AUD/CAD
AUD/USD
NZD/USD
EUR/HKD

0.50

0.55

0.60

0.65

0.70

0.75

0.80

ac
cu

ra
cy

time interval: day, target: low, optimized hyperparameters/algorithm selection

Majority
No change
Random forest
Gradient boosting
Auto-sklearn

Figure 14: Box plot of machine learning prediction with optimized hyperparameters/algorithm
selection, daily time interval and low price.
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Figure 15: Comparison of all hyperparameter optimized machine learning models and baselines
against each other with the Nemenyi test, in daily time interval and on the low price. Models that
do not significantly differ (distance smaller than CD; critical distance) are connected.
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Figure 16: Box plot of running time for individual machine learning methods. DH stands for default
hyperparameters, HO stands for hyperparameter optimization, RF stands for random forest and
GB stands for gradient boosting. The y-axis is in a logarithmic scale.

This figure reflects that random forests with default hyperparameters are more or less as fast as
gradient boosting. In contrast, the differences in running time between the different time intervals
are remarkable. While the number of rows in the dataset in an hourly interval has a multiplier
of 24 relative to the daily interval (since there are 24 hours in a day, and the Forex is traded 24
hours a day), the running time multiplier is on average almost 36. This remarkable pattern is found
between hourly and per-minute intervals as well. The number of rows multiplier is 8.5 since there
are 60 minutes in one hour, however, only one year is taken for the minute, while the day and hour
have 7 years, so 60/7. Nevertheless, the running time multiplier is on average more than 37.

Auto-sklearn has the highest average running time of the three models with hyperparameter
optimization. However, we see that gradient boosting and random forests have a wider spread in
running time. The upper bound of 100 iterations of random search exceeds the upper bound of
Auto-sklearn. Moreover, the average running time of Auto-sklearn is 3726. Since the model fitting
of Auto-sklearn is fixed to 3600 seconds, it takes on average 126 seconds to calculate the technical
indicators and test the performance.
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Table 6: The best performing hyperparameters we have used in our trading strategy.

hyperparameter value
random state 6
bootstrap True
criterion ‘gini′

max features 0.9341811650828181
min samples leaf 17
min weight fraction leaf 0.0
n estimators 100

6.2 Backtesting

The results of trend prediction (Section 6.1) showed that the most promising model is random
forest with hyperparameter optimization on the currency pair EUR/NOK. The backtesting results
reflect the performance of this model on this currency pair. The hyperparameters of this model are
shown in Table 6.

QuantConnect generates various statistics. We will discuss the most important ones. We will
start with the actual profit. In less than five months time, a net profit of e1,846 has been made
in 108 daily trades with a starting capital of e100,000. This comes down to a 1.85% return on
investment and on annual basis this will be 4.45%. The transaction fees were a total of e228.

Another important statistic is the Sharpe ratio, which was 0.841 in this strategy. As explained
in Section 4.2, the Sharpe ratio is dependent on the benchmark as well. Therefore, we have made
the comparison between the strategy and the benchmark visible in Figure 17a. This shows us that
the strategy is performing better than the benchmark.

Figure 17b clearly shows that the right decision is not made everyday. The grey bars indicate
the days where a wrong decision is made between taking a long or a short position. If we then look
at Figure 17c, we see that the strategy almost always chose for a short position. Unfortunately, we
did not have time to check whether this is in agreement with the results of the trend prediction,
although it does raise some concern.

The no-change strategy achieved some different results. The same number of trades are made,
however, instead of a profit a loss of e8,345 is made. This strategy achieves a -8.35% return on
investment in less than five months. On annual basis, this will be a loss of 19.0%, according to
QuantConnect. The Sharpe ratio is -3.359, which is much lower than our strategy. Due to the loss,
this strategy performs worse than the benchmark, which is visible in Figure 18a. The figure reflects
that the no-change strategy was not performing extremely bad in the first 2.5 months. In this
period, the no-change strategy did not made a profit, however, it did not made a big loss as well.

Figure 18b shows what profit and loss is made on a daily basis with the no-change strategy.
The total volume of the grey bars is more than the orange bars, which is in line with the negative
return on investment. Since the no-change strategy will follow the distribution, the long/short ratio
should be close to 1. This can be seen in Figure 18c, where about half of the bars indicate a long
position and the other half indicate a short position.
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(a) Returns of the machine learning strategy in comparison with the benchmark.

(b) Daily returns of the machine learning strategy in %. An orange bar indicates the right decision for that
day, a grey bar indicates a wrong decision.

(c) Net holdings of the machine learning strategy, which indicate whether a strategy took a long or short
position. A long position was taken if the net holdings are above zero, otherwise a short position is taken.

Figure 17
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(a) Returns of the no-change strategy in comparison with the benchmark.

(b) Daily returns of the no-change strategy in %. An orange bar indicates the right decision for that day, a
grey bar indicates a wrong decision.

(c) Net holdings of the no-change strategy which indicate whether a strategy took a long or short position.
A long position was taken if the net holdings are above zero, otherwise a short position is taken.

Figure 18
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7 Conclusions

We have researched the predictability of 32 currency pairs in the Forex market. For this purpose, we
have collected open, high, low, close and volume attributes from Dukascopy and calculated different
technical indicators. We defined a binary classification problem whether the price of one currency
increased or decreased/stayed the same relative to another currency over a given time interval.
Machine learning was applied to the technical indicators to induce a model and predict the target.
We have used three different machine learning approaches for this task: default hyperparameters,
100 iterations of random search for hyperparameter optimization and a combination of algorithm
selection and hyperparameter optimization. The data was split into a training and testing set
containing 80% and 20% respectively.

In order to significantly compare the different models, majority and no-change classifiers, we
have run a Friedman test. The results showed that the hourly interval can be best predicted with
default hyperparameters, closely followed by the daily interval. We saw that the per-minute interval
was the hardest to predict in our setup. Gradient boosting performed better than random forests
with default hyperparameters. Moreover, most of the machine learning models did not significantly
outperform the majority. In addition, the differences between the models were insignificant.

From the results with optimized hyperparameters/algorithm selection, we saw that the opening
price can be best predicted. However, we did note that this cannot be exploited in a trading strategy.
The models on the high and low prices achieved high accuracy scores as well, however, they can also
not be exploited. We did not achieved the highest accuracy score of Baasher and Fakhr [3], however,
we noted that the comparison could not be made under equal conditions. Furthermore, we saw that
random forests outperformed gradient boosting with optimized hyperparameters. We concluded
from both the default hyperparameters and optimized hyperparameters that gradient boosting
needed less optimization, however, random forests achieved the best results when optimization
was applied. We were most interested in the closing price and results reflected that the optimized
models perform in general significantly better than the majority and the no-change classifiers.

In addition to the accuracy scores, we saw differences in running time. Firstly, we concluded
that the relation between the number of rows in a dataset and the running time is not proportionate,
the running time increased more than the number of rows. When combining running time and model
performance, we saw that random search is on average faster than Auto-sklearn. If running time is
(highly) critical, it may be better to use random forests with random search than Auto-sklearn;
however, the upper bound of random search still exceeds Auto-sklearn. If time is not of concern,
Auto-sklearn will be the better option, according to our results.

We tested our results in an offline real-world trading strategy with QuantConnect. We took the
most promising model on the best predictable currency pair and exploited it in a trading strategy.
The testing set was therefore different than in the trend prediction part. We compared our trading
strategy with the no-change classifier. The results reflected that the strategy made an actual profit,
where transaction fees were taken into account as well. Furthermore, our strategy performed better
than the no-change strategy. Unfortunately, the Sharpe ratio was not high, which indicated that
the risk of our strategy was relatively high. In addition, the yearly growth rate of 4.45% was not
spectacular.

31



8 Further Research

Notably was the difference between the daily and hourly interval runs, with default hyperparameters.
The models in the hourly interval performed better than in a daily interval; however, we did not
optimize the hyperparameters in the hourly interval. The comparison between these two time
intervals could be very interesting, as well as in terms of profit in the trading strategy.

Furthermore, the current results can be optimized. Therefore, we came up with two different
techniques. The first technique is meta-learning, where trends in historic datasets are used to
make predictions for new datasets [5, 11]. In contrast to our research, meta-learning takes into
consideration correlations between datasets to improve predictions. It seems natural to assume
that exchange rates between various currency pairs are correlated and this can be exploited. This
can especially be useful when two currency pairs share the same currency, e.g., EUR/USD and
USD/JPY. Another meta-learning technique could be exploited if more information than only
currency pairs is used, e.g. the gold price to predict the Australian Dollar. The gold price and the
Australian Dollar are correlated [2], which could be exploited.

Another technique for further improvement is optimizing the technical analysis. Many of the
technical indicators have one or multiple parameters, representing the width of the time window
the indicator is based on. In most current studies, this window is fixed. However, there is a great
opportunity for automated machine learning methods to optimize in this parameter space. Whether
this should be considered a two-stage or joint optimization problem is an open research question.

This research could ultimately lead to a trading strategy with low risk and high returns. It
can also be extended with other financial data, e.g., stocks and bonds. Moreover, the features can
be extended with non-financial data, e.g., news and Twitter.

By making the assembled benchmark suite publicly available, we encourage further study of
this scientific challenge.
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