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Abstract

Since the 1990s, data of vessels has been collected and sent by a so-called Automatic Identifi-
cation System (AIS). The data contains information about the vessels such as the speed, the
location and the vessel type (for example cargo, tanker or fishing). In this research, we aim to
detect suspicious ship behaviour from this AIS data. To do so, machine learning is applied to
predict the vessel type based on eleven features. This prediction is compared to the real vessel
type to identify vessels with untypical behaviour: suspicious vessels.
The derived prediction model has a F1 score of 0.70 using all features and a F1 score of 0.58
using only dynamic (radar) features. The model can be applied in the real world to perform
vessel inspections based on data, which can lead to a more efficient use of resources by the
water police.
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1 Introduction

In this section, we describe the context of the problem this research will address. We will also
explain the techniques that will be used and what difficulties need to be handled. Moreover, we
discuss related work, the goal of the research and the research question, and how this research
differs from previous research. The introduction ends with the thesis outline.

1.1 Context

Vessels have been sailing on the sea for thousands of years. Since technology has grown enormously,
it also became possible to collect data from these ships. This data is collected and sent by a
so-called Automatic Identification System (AIS). The AIS was developed in the 1990s [27] and has
been compulsory for all vessels above 15 meters in length since 2014 [6]. It is intended to assist
the vessel’s crew in navigating and allows maritime authorities to track and monitor a vessel’s
movements. The AIS automatically broadcasts information via a transmitter built into the system.
AIS data has a high variability. It contains among other things the speed, the location and the
vessel type (for example cargo, tanker or fishing) [18].

The AIS data may contain valuable information about the vessels themselves, but also about their
behaviour on sea. In this research, a data-driven approach will be used to analyse this behaviour.
By applying this data-driven approach, we use data mining techniques to get more insight in the
AIS data. These insights will be used to examine vessel behaviour. Specifically, we will examine if
it is possible to detect suspicious behaviour. Suspicious behaviour in general refers to behaviour
that indicates someone might be doing something illegal [16]. ‘Suspicious’ is a wide concept, since
many different activities can be called suspicious. Examples of suspicious behaviour in the context
of this research are vessels sailing on forbidden places, vessels with a deviant speed and vessels that
do not follow the typical routes.
In this research, we assume vessels of the same vessel type have similar behaviour (speed, length
etc.). Therefore, we call a vessel suspicious if it has deviant behaviour compared to other vessels
of the same vessel type, for example a cargo vessel with other behaviour than a ‘normal’ cargo vessel.

There are a number of technical techniques and terms that are used within this research. One of
the relevant techniques is data mining. Data mining is the field of research that focuses on getting
a better understanding of a (large) data set in an automated way, for example by searching for
patterns in the data [35]. By using these automated techniques, information will be retrieved that
is impossible, or at least very difficult, to discover without machines. Data mining is mostly used
for descriptive analysis, which focuses on gaining insight from historical data.
A related technique is machine learning. Machine learning is the science of getting computers to
learn and act like humans do, and improve their learning over time in autonomous fashion, by
feeding them data and information in the form of observations and real-world interactions [7].
Basically, machine learning tries to find a relation between the input characteristics, so-called
features, and the output, so-called class or target. The goal of machine learning is to build models,
which can make predictions about never seen instances. In contradiction to data mining, machine
learning is often used for predictive analyses.
Machine learning has been implemented successfully in many domains. Some examples are:
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• Health care for recognizing the size and type of tumours. Machine learning speeds up this
process from at least 30 minutes to less than a minute [8].

• Construction industry for risk assessment. Machine learning has made this process faster and
more accurate [10].

• Car industry for self-driving cars [1].

• Police for predictive policing. Machine learning shows predictions of places where and times
when crimes are most likely to occur [38].

Data mining and machine learning both use data for their analyses. Unfortunately, real world data is
often incomplete and contains errors, which makes it unsuitable for analysis [34]. Examples of these
issues are missing values, impossible values (human length of 5 meter) and impossible combinations
(sex is ‘male’ and pregnant is ‘yes’). Another issue that often occurs is class imbalance. This means
the class, which is the target of the prediction, is very unevenly distributed. This happens when
the proportions of the possible values are far from equal, for example when 90% of the data set
is male and only 10% female. Machine learning algorithms tend to classify every person as male
since it will already achieve an accuracy of 90% in that way [26]. If we want information about
both sexes, the results will not be useful. To solve these issues, data preprocessing can be used.
There are numerous data preprocessing techniques, for example deleting invalid and incomplete
instances, correcting these instances and using oversampling (increasing the size of the minority
class) or undersampling (decreasing the size of the majority class).

1.2 Related work

Although there has not been much research in this domain, there are some works that might be
relevant for this research.

Recent work used machine learning on AIS data to automatically detect SAR (Search And Rescue)
activity [3]. From AIS data, they tried to predict whether a vessel was a SAR vessel or not and if it
was carrying out a SAR operation. To do this, the authors split the data in a training and a test
set and subsampled the data to avoid having an imbalanced evaluation metric of the classifier. On
the training data, they applied a random forest classifier. This model labelled 77.5% of the SAR
activities correctly.

Other research that combined data mining and machine learning with AIS data, tried to improve
fishing pattern detection [5]. They used three dominant fishing gear types and investigated whether
it was possible to detect and identify potential fishing behaviour for these types. For each fishing
gear type, they used another model. The accuracy for the three types were 83%, 84% and 97%.
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There has been more research that focused on fishing, for example automatically discovering fishing
areas [20] and visualising the fishing effort [23]. Although these works focused only on fishing vessels,
it shows there has been more research that combined data mining and AIS data.

There has also been research that tried to detect suspicious behaviour of vessels. The first research
used historical AIS data and process mining to extract a reference model of the normal behaviour
of vessels per vessel type [17]. This reference model can be compared with current data to detect
whether a vessel has behaviour similar to other vessels of the same vessel type. The other example
used clustering to group vessels that have comparable features [29]. When a vessel starts exhibiting
different features compared to the cluster, it is called suspicious. In this research, only the features
speed, course and shipping density (to detect common routes) were used. The authors also used
historical AIS data to create a reference model.

Other works that used AIS data analysed the location of vessels to avoid collision [11, 22] and
extracted motion patterns to use it for anomaly detection [28].

1.3 Research question

This research will contribute to a better understanding of AIS data and the valuable information
it contains. Since there has not much research been done in this domain, this work is partly ex-
ploratory. In the first part of the research, we will focus on finding relations between characteristics
of vessels and determine to what extent these relations can be used to detect patterns in the data.
The intended outcome of this exploratory part is an overview of characteristics that are the best
indicators for suspicious behaviour.
Moreover, there is a predictive part of this research in which a prediction model will be developed.
This model uses the findings of the exploratory part to detect suspicious behaviour.

The central research question is:
To what extent can we detect suspicious behaviour of vessels, using data mining tech-
niques on ship transponder data?

Compared to the works described in Section 1.2, our research will have the most similarities with the
work that also tried to detect suspicious behaviour [17, 29]. These works used AIS data combined
with respectively process mining and clustering. The disadvantage of using clustering to detect
suspicious vessels is that some outliers might be normal. If a specific vessel type, for example a
SAR vessel, does not often occur, it will be marked as suspicious. It is indeed an outlier due to its
frequency but it is not a suspicious vessel. The lack of using the vessel types (which would avoid
having this problem) is a disadvantage of this research.
The research that used process mining and a reference model focused exclusively on the activities
of a vessel, for example whether the vessel was sailing or using its engine (because it was a process
mining approach). The disadvantage of this approach is that it does only check for deviant activities.
For example, if a vessel slows down to drop off a package (but remains using their engine), the
model would not notify this. Therefore, the suspicious vessel would not be marked as suspicious.
The lack of using vessel characteristics is a disadvantage of this research.
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With our approach, as described in Section 3.2, we will not have these disadvantages. In that way,
this research will contribute to a better understanding of how suspicious behaviour can be detected
from AIS data.

1.4 Thesis outline

We first describe the data set and the executed preprocessing steps in Section 2. Thereafter, in
Section 3, the approach, the features and the used tools will be explained. Section 4 describes the
setup of the experiments and the results of the descriptive and predictive experiments. Section 6
contains the conclusions of the research, what these conclusions mean in the real world, the discus-
sion and finally some ideas for further research.

This bachelor thesis was written as part of research done at LIACS. It has been supervised by dr.
Frank Takes and Gerrit Jan de Bruin MSc. To obtain domain knowledge, we worked together with
a small team of the Human Environment and Transport Inspectorate of the Dutch Ministry of
Infrastructure and Water Management. This team consists of Jasper van Vliet, Paul Merkx and
Candy Reebroek.
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2 Data set

In this section, we give a description of the data set, separating the attributes into three types.
Moreover, we describe the data preprocessing steps we will take to make the data suitable for
analyses.

2.1 Overview of the data set

The data set used in this research was provided by the Dutch Ministry of Infrastructure and Water
Management. It contains raw data which is automatically transmitted by the AIS. In total, the
data set consists of 448,015,339 rows and 46 attributes. Each row is a measurement that contains
numerous characteristics of one vessel on a specific moment in time. The data has a timespan of
two months, from 01-04-2107 up to 31-05-2017 and contains only data from vessels in The North
Sea. There are three types of attributes in this data set: static attributes, voyage related attributes,
and dynamic attributes.

• Static attributes
Static data is data that changes rarely. Static data contains the characteristics of the vessel.

• Voyage related attributes
Voyage data is static during the voyage but differs per voyage.

• Dynamic attributes
The rest of the data is dynamic data, which means it changes during the voyage.

An overview of the relevant attributes is shown in Table 1. We use only static and dynamic
attributes because voyage related attributes can be manipulated easily. Examples of voyage related
attributes are the destination and the ETA (Estimated Time of Arrival). These attributes are easier
to manipulate than attributes such as the speed or the location.
Moreover, we use two attribute sets: a set with static and dynamic attributes, and a set with only
dynamic attributes. We made this split because dynamic attributes can be derived from satellites,
which is becoming more important in the near future.

Attribute Unit Description Type
MMSI - Unique identification number of the vessel Static
Length Meters Length of the vessel in meters Static
Breadth Meters Breadth of the vessel in meters Static
Vessel type - The type of vessel (possible types described in Section 2.2) Static
Latitude Degrees Latitude of the location of the vessel Dynamic
Longitude Degrees Longitude of the location of the vessel Dynamic
Speed Knots* Speed of the vessel over ground in knots Dynamic

* 1 knot is 1.852 km/h

Table 1: Attributes.

5



2.2 Data preprocessing

Before the data can be analysed, it has to be clean. The cleaning is done by using data preprocessing
techniques. The following preprocessing techniques are applied on the data set:

• Remove rows with missing values
The data set contains many rows with empty values. In this step, we checked only for empty
cells in relevant columns to keep as much data as we could. Only the columns ‘MMSI’ and
‘Vessel type’ contained empty values (respectively 255,566,466 and 287,568,660). Because we
need the ‘MMSI’ to identify a vessel and we are interested in the vessel type of a vessel, we
removed the measurements in which one of these values was empty. In total, 287,647,934 rows
were deleted

• Remove outliers
Outliers were also deleted from the data set. In this step, 279,887 rows were deleted. The
outliers were found in the following columns:

– Speed
The data set contains rows where the speed of the vessel is 365 knots, which is 676 km/h.
The fastest vessel in the world has a speed of 216 knots (400 km/h) [14], which means
the row contains an invalid number. Therefore, these rows were removed from the data
set.

– Length
There were similar outliers in the column that contains the length of the vessel. The
longest vessel ever built was 458.45 meters long [12] but the data set contains vessels
with a length of 500 meters. Therefore, these rows were removed.

– Location
At last, the data set contains locations which are not located in The North Sea. The
most extreme cases were vessels with a location in Russia. These outliers were removed
from the data set as well. The heat map of all the locations is shown in Figure 1. The
locations in The North Sea are shown in Figure 2.

• Handle imbalance
As is described in Section 3.1, the vessel type is the target of our prediction model. Therefore,
we only checked for imbalance on this attribute. The vessels consist of 22 different vessel
types. The distribution of the vessel types is shown in Figure 3.
The distribution of the vessel types is skewed, which will, as discussed in Section 1.1, have
negative effects when we build a prediction model for these vessel types. To handle this
imbalance, some vessel types are merged into one type. According domain experts, these
vessel types are very similar and could therefore be merged into one vessel type. We merged
the vessel types ‘Tug (31.0)’, ‘Tug (52.0) (multiple variants of ‘Tug’, depending on the usage
of the vessel), ‘Pilot Vessel’ and ‘Port Tender’ into the type ‘Service Vessel’. After this, only
vessel types with a frequency of at least 3% have been selected. The new distribution is shown
in Figure 4.
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Figure 3: Distribution of the vessel types (before handling imbalance).

Figure 1: Global heat map of the locations
of the vessels in the data set.

Figure 2: Heat map of the locations of the
vessels in the data set zoomed in on The
North Sea.
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Figure 4: Distribution of the vessel types (after handling imbalance).

7



3 Methods

In this section, we discuss how machine learning is used to detect suspicious behaviour. We also
describe our approach to answer the research question as described in Section 1.3. This section
ends with the features and the tools used.

3.1 Machine learning

As described in Section 1.1, machine learning is used to detect suspicious behaviour. We call a vessel
suspicious if it has deviant behaviour compared to other vessels of the same vessel type. To detect
this, we will develop a prediction model that predicts the vessel type. This target will be predicted
based on the features described in Section 3.4. When a vessel does not match the prediction, i.e.,
it does not sail like the ‘normal’ vessel of its type, it will be marked as an anomaly and thus a
suspicious vessel. Without machine learning, it would be impossible or at least more difficult to
detect such suspicious vessels. This shows the value of combining machine learning and AIS data.

We use supervised machine learning, which means we use instances with already known labels (the
vessel type) [15]. We use supervised machine learning because the model can learn how a vessel of
a specific vessel type behaves. This model can be applied on never seen instances to predict the
vessel type. Since these never seen instances are also labelled, the prediction can be compared to
the actual vessel type, where a mismatch means the vessel is suspicious. As discussed in Section 1.3,
we think this approach does not have the disadvantages of earlier research.

To apply machine learning, we first construct the described features for each vessel. We split the
constructed feature set in a training set (80%) and a test set (20%). Then cross-validation is applied
on the training set to reduce the bias and overfitting of the model [24]. When the same data set
is used to train and verify the data mining results, there is a high possibility that the model is
perfectly trained on the data set, but will not make good predictions on other data sets. This will
be prevented by splitting the data set in a training set and a test set, and by using cross-validation.
Figure 5 shows the partitioning schematically.

Figure 5: Schematic partitioning of the feature set. In the cross-validation, a green cell represents a
training fold and a blue ‘V’ cell represents a validation fold.
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3.2 Our approach

To answer the research question mentioned in Section 1.3, we take the following steps:

1. Define ‘suspicious behaviour’.
This is described in Section 1.1.

2. Data preprocessing to prepare the data for analyses.
This is described in Section 2.2.

3. Feature selection.
In this step, we determine which features will be used. These features are used in
step 4 to get more insight and in step 5 to build a prediction model. The features are described
in Section 3.4.

4. Descriptive experiments.
To get more insight in the data, we perform some descriptive experiments. This means we
will investigate how the features are distributed and what the relation between the features
is. The results of these experiments are shown in Section 4.2.

5. Predictive experiments.
The features of step 3 are also used to create prediction models. We create multiple prediction
models, separated into two types. The first type of model predicts the vessel type from all
possible vessel types. Based on the features, the model will predict whether the vessel is, for
example, a cargo vessel, a tanker vessel or a fishing vessel. These models are called ‘total
model type’. As classifier, we use the decision tree classifier because its results are relatively
easy to understand. Moreover, it is possible to determine the impact of each feature on the
target. Since the main goal of this research is to get more insight in the data, the decision
tree classifier is the most suitable classifier. Other often used machine learning classifiers will
also be applied to see how accurate they can make predictions, but they are not discussed in
detail. Moreover, the default parameters are used. We used besides the decision tree classifier
six other classifiers:

• Gaussian naive bayes: describes the probability of an event, based on prior knowledge of
conditions be related of conditions to the event [30].

• Gradient boosting classifier: builds an additive model in a forward stage-wise fashion; it
allows for the optimization of arbitrary differentiable loss functions [31].

• KNN: estimates how likely a data point is to be a member of one group or the other
depending on what group the data points nearest to it are in [36].

• Logistic regression: predicts the probability of occurrence of an event by fitting data to
a logistic function [21].

• Neural network (MLP): optimizes the log-loss function using LBFGS or stochastic
gradient descent to build a neural network [32].

• Random forest classifier: a meta estimator that fits a number of decision tree classifiers
on various sub-samples of the data set and uses averaging to improve the predictive
accuracy and control over-fitting [33].
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Furthermore, we create a prediction model for each vessel type. These models make binary
predictions. This means there will be a model that predicts whether it is a cargo vessel or
not, a model that predicts whether it is a tanker vessel or not, a model that predicts whether
it is a fishing vessel or not, etc. These models are called ‘binary model type’. As classifier, we
use the decision tree classifier and the best performing classifier of ‘total model type’.
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With both model types, we make predictions using all features and using only dynamic
features. Predictions with only dynamic features are relevant because these features can
be derived from radar data. In the results, we will distinguish between the results using
all features and the results using radar features. Additional details about the setup of the
experiments are described in Section 4.1 and the results are shown in Section 4.3.

6. Interpretation of results.
The last step is to interpret the results and answer the research question of Section 1.3. This
is described in Section 6.1. We also describe in which case which model type can be useful.
This is done in Section 5.

3.3 Assessing performance

To measure the performance of our models, we use a ROC curve. This is a graph that shows the
possible ratios between the True Positive Rate (TPR) and the False Positive Rate (FPR) [2]. The
TPR and FPR indicate to what extent a positive prediction is indeed true (TPR) and to what
extent a positive prediction is actually false (FPR). This is shown in Table 2. The TPR and FPR
are calculated via: TPR = TP

TP+FN
and FPR = FP

FP+TN
. The area under a ROC curve (AUC) is a

performance measurement, often used in classification problems. With balanced data, a high AUC
implies that the model makes correct predictions. You can set the parameters of your model to
achieve any point on the ROC curve, depending on your preference.

Other relevant performance metrics are [25]:

• Precision: TP
TP+FP

From those predicted positive, how many of them are actually positive. The worst possible
score is 0 and the best possible score is 1.

• Recall : TP
TP+FN

From those actual positive, how many were predicted positive. The worst possible score is 0
and the best possible score is 1.

• F1 score: 2 · Precision∗Recall
Precision+Recall

Balance between Precision and Recall. The worst possible score is 0 and the best possible
score is 1.

Real value
+ -

Predicted value + TP FP
- FN TN

Table 2: TPR and FPR.
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For ‘total model type’, we use the F1 score as performance metric. The F1 score takes the ’precision‘
and ’recall‘ in account and is therefore better than only one of these performance metric. Moreover,
the F1 score is more suitable for imbalanced classes than the AUC. The AUC can still be high
because the FPR does not drop drastically when FP + TN is high, even when it is not a correct
visualization for imbalanced classes [13]. For this reason, we use the F1 score.
For ‘binary model type’, we used the AUC as performance metric because it is one of the most
important evaluation metrics for checking any classification models performance [2].

3.4 Features

To get more insight in the data and predict the vessel type, we use the following features:

• Length of the vessel.

• Breadth of the vessel.

• Median, standard deviation and the maximal speed of the vessel.

• Median, standard deviation and the maximal heading stability of the vessel.

• The number of days the vessel occurred in the data set.

• Total and average travelled distance of the vessel.

We elaborate on the heading stability, which means to what extent a vessel sails in the same
direction. Assume we have a situation as shown in Figure 6. The vessel starts in location 1, sails
to location 2 and ends in location 3. To calculate the heading stability, we first calculate angle α
with arctan. Then we calculate angle β and subtract angle α from it. This is the heading difference.
In this way, a vessel that sails in a straight line will have a heading difference of 0 (because angle
α = angle β). We can do this for all locations of a vessel (in chronological order) and calculate
the median, the standard deviation and the maximal heading difference. The AIS data already
contains the attribute ‘heading’, but this is very sensitive for the place of the transponder on the
vessel. Therefore, we used another approach to determine the heading and the heading stability. A
side note about this approach is that we neglect the curvature of the Earth. This will not have a
significant influence, since two consecutive locations are a short distance from each other.
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Figure 6: Example voyage of a vessel to explain the heading stability. The vessel sails from
location 1, to location 2 and ends in location 3.

Finally, the total travelled distance is the distance the vessel travelled in the entire timespan of the
data set. This is calculated using the location of the vessels (latitude and longitude). To do this, we
used the Pythagorean theorem. In this calculation, we also added the radius of the Earth to correct
for the curvature of the Earth [37].
The average travelled distance is the total travelled distance divided by the number of days the
vessel occurred in the data set.

3.5 Tools

In this research, we used Python or more specifically the Python module ’pandas‘. The Python
console used is Jupyter Notebook. For our tools, we used the following versions:

• Jupyter Notebook version 4.4.0 to run Python.

• Python version 3.7.1 as programming language.

• Pandas version 0.23.4 is a Python library that provides easy-to-use data structures and data
analysis tools.

• Scikit-learn version 0.20.3 for data mining and machine learning tools.
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4 Experiments

In this section, we describe the experiments. Thereafter, we give the results of the descriptive
experiments and the results of the predictive experiments.

4.1 Experimental setup

As described in Section 3.1, the constructed feature set is split into a training and a test set.
Thereafter, cross-validation is applied on the training set. This approach is described in more detail
below.

• The constructed features
Once the features are constructed, we have an overview that contains the MMSI, the features
as described in Section 3.4 and the vessel type of each vessel. An (anonymous) sample is
shown in Figure 7. This sample is split into a training (80%) and a test set (%).

• Cross-validation
During the training of the model, cross-validation with ten folds is applied to make the training
as unbiased as possible. With cross-validation, the training set is split in ten folds. In each
iteration, nine folds are used for training and one fold for validation. This process is repeated
ten times, with each time another fold as validation fold. Because of this implementation,
every fold and thus every row has been used for training (nine times) and validation (once).
This make the models more general applicable.

• Testing
After applying cross-validation, the 20% test set is used to provide an unbiased evaluation of
our final model. The performance of the test is used as the performance of the model.

Figure 7: Sample of the features set.
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• Performance metrics
For ‘total model type’, we use the F1 score.
For ‘binary model type’, we use the AUC.

• Prediction
After training, validating and testing the model, it can be used to predict the vessel type.
This can be applied on new data. This research focuses on creating the model and not on
actually applying it, so this step will not be executed.

To find the best parameters for the decision tree classifier in ‘total model type’, the algorithm ’Grid
Search’ is used. Using Grid Search, the decision tree classifier is executed with different parameters
to find the ones that result in the highest F1 score. The other described classifiers are used with
the default parameters.

‘Binary model type’ will use a ROC curve to show the results and calculate the performance of the
model. Because a ROC curve handles only binary classes (classes with only 2 possible values such
as ‘True’ or ‘False’), we first applied a ‘Label binarizer’. This means the column ‘Vessel type’ is
replaced by a column of each possible vessel type that indicates whether it is true or not.
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4.2 Descriptive results

In this section we describe the results of the descriptive experiments. This includes among other
things a heat map, a pair plot and the distributions of the dynamic features ‘Travelled distance’,
‘Speed’ and ‘Heading stability’.

4.2.1 Features

In the heat map of Figure 8, the correlation between the features and the possible vessel types is
shown. The highest correlation for a vessel type is the correlation between ‘Length’ and a cargo
vessel, which is 0.51. Overall, we see cargo and tanker vessels have the highest correlations with the
features, which means these vessel types will probably be the easiest to predict.
Furthermore, we see the static features ‘Length’ and ‘Breadth’ have the highest correlations with
the vessel types. We also see that not all features are very relevant for predicting the vessel type.
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Figure 8: Heat map with correlations between attributes for each vessel type.
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Especially ‘Std heading’ and ‘Days’ have a low correlation with the vessel types, compared with
the other features. A side note is that these features individually have a low correlation with the
class attribute (the vessel type), but might have a high impact when they are used in combination
with other features.

In Figure 9, a pair plot with the distribution of all features is shown. For example, we see a
strong positive correlation between the ‘Length’ and ‘Breadth’ of a vessel. This confirms the 0.95
correlation the heat map shows. Another observation is the distribution of ‘Days’ e.g., how many
days the vessel occurred in the data set. This distribution is right skewed, which means most vessels
occur just a few days in the data set.

Figure 9: Pair plot of correlations between attributes.
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4.2.2 Measurements per vessel

After the preprocessing steps as described in Section 2.2, we find that there are 21,857 vessels. The
distribution of the number of measurements per vessel is shown in Figure 10. The figure shows
that most of the vessels have many measurements (because the distribution is left skewed). This
is convenient for analysing the vessels’ behaviour, because the more measurements we have, the
better we can find patterns in these measurements.

4.2.3 Different vessel types

After merging and deleting the vessel types as described in Section 2.2, there are seven different
vessel types left. The frequency of these types differ from 642 to 6502. The distribution is shown in
Figure 11.
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Figure 10: Number of measurements per vessel.
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Figure 11: Distribution of the vessel types (after handling imbalance).
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4.2.4 Travelled distance

As described in Section 3.4, we calculated the total travelled distance based on the location of the
vessel. The distances in Figures 12 and 13 are in kilometers.
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Figure 12: Distribution of the total travelled distance.
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Figure 13: Total travelled distance per vessel type. The green line is the median of the total travelled
distance and the green triangle is the average of the total travelled distance.
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As shown in Figure 12, the distribution of the distance is skewed to the left, which means most
vessels travelled a relatively long distance. To get some more insight, we also plotted the travelled
distance per vessel type. As shown in Figure 13, the pleasure crafts and sailing vessels travel a
relatively constant distance (since the box plot is narrow). The variance is largest within the fishing
vessels. This might be caused by the different fishing techniques: either sailing with a speed of
10 knots with long nets deployed hanging vertically from floats or drifting slowly while having a
setting of fishing lines equipped with several hundred to several thousands of hooks [5].
Another insight from Figure 13, we did not expect, is that cargo vessels have a lower median
distance than fishing vessels. This can be explained by Figure 14 and 15.

As shown in Figure 14, the median of the average distance of cargo vessels is higher than for the
fishing vessels (in contrast to the total distance). The explanation for this is shown in Figure 15.
This figure shows the average number of days a vessel type occurred in the data set. Since the
average distance is calculated by dividing the total distance by the number of days, a higher number
of days (for fishing vessels) results in a lower average distance.

Besides the distance and average distance, the number of days a vessel occurred in the data set can
be interesting as well. It might be that some vessel types, for example cargo vessels, typically sail
to the Netherlands, moor and go back to the United Kingdom. In that case they will only occur in
the data set for a few days. Other vessel types, for example fishing vessels, will have a relatively
constant area where they sail, so if they occur in the data set, they will probably have data on
many more days.
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Figure 14: Average distance per vessel type.
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Figure 15: Number of days per vessel type.

4.2.5 Speed

Another attribute of the data set is the speed of the vessel in knots. The distribution of the ‘Median
speed’ per vessel is shown in Figure 16. The biggest part of the vessels has a relative low speed,
which results in a right skewed distribution. This distribution is also divided into the different
vessel types, which is shown in the box plot of Figure 17. Here, we see the cargo and tanker vessels
have the highest median speed of approximately 4 knots. These vessel types also have the largest
standard deviation. This might be caused by the high speed of the vessels when they are at sea
and the low speed of the vessels when they are mooring (which takes a long time).
.
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Figure 16: Distribution of the ‘Median speed’.
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Figure 17: ’Median speed’ per vessel type.
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4.2.6 Heading stability

We also calculated the heading stability of the vessels i.e., to what extent a vessel sails in the
same direction. The distribution of the ‘Median heading’ and the box plot in which this feature is
distributed over the vessel types are shown in Figures 18 and 20.
Using domain knowledge, we initially assumed the heading stability would differ per vessel type. A
large cargo vessel will not make as many and as sharp turns as smaller vessels. This is confirmed by
Figure 20. We see the ‘Median heading’ of cargo and tanker vessels, which are the longest vessels
(see Figure 19), is lower than the ‘Median heading’ of the other vessels.
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Figure 18: Distribution of the ‘Median head-
ing’.
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Figure 19: ‘Length’ per vessel type.
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Figure 20: ‘Median heading’ per vessel type.
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4.3 Predictive results

• Total model type
To predict the vessel type, we applied seven machine learning algorithms. The scores are
shown in Table 3. The highest F1 score is 0.704, which is achieved by the random forest
classifier. We also performed the experiment with only radar features. These F1 scores are
shown in Table 4.

To get more insight in how the prediction is done, we looked deeper into the decision tree
classifier. The optimal parameters found by ‘Grid Search’ lead to a huge tree of depth 10
and 1,159 nodes. Although this is a huge tree, we think overfitting is prevented by using a
training and test set, and cross-validation, as described in Section 3.1. To give an idea of the
decision tree, a smaller tree of depth 2 is shown in Figure 21.

length ≤ 38.45
gini = 0.771

samples = 13948
value = [5223, 624, 619, 2255, 2615, 517, 2095]

class = Fishing

length ≤ 16.1
gini = 0.692
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value = [115, 470, 344, 2209, 2590, 462, 91]
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length ≤ 90.3
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value = [5108, 154, 275, 46, 25, 55, 2004]

class = Fishing

False

gini = 0.562
samples = 4646

value = [46, 119, 34, 1833, 2461, 117, 36]
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gini = 0.811
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value = [69, 351, 310, 376, 129, 345, 55]
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gini = 0.493
samples = 4920

value = [3091, 9, 166, 5, 2, 7, 1640]
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Figure 21: Decision tree of depth 2.

With tree depth 10, we achieved an F1 score of 0.659. The importance of each feature to
make the prediction is shown in Table 5. The static features are the most important features
to predict the vessel type. When the static features are removed, the F1 score drops to 0.519.
The importance of each feature for that prediction is shown in Table 6.

Model F1 score
1 Random Forest 0.704
2 Gradient Boosting Classifier 0.688
3 Decision Tree 0.659
4 Neural network (MLP) 0.618
5 Logistic Regression 0.542
6 KNN 0.527
7 Gaussian 0.504

Table 3: F1 scores of different machine learning
algorithms using all features.

Model F1 score
1 Random Forest 0.582
2 Gradient Boosting Classifier 0.555
3 Neural network (MLP 0.525
4 Decision Tree 0.519
5 Gaussian 0.383
6 Logistic Regression 0.372
7 KNN 0.368

Table 4: F1 scores of different machine learning
algorithms using radar features.
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Feature Importance
1 length 0.382
2 breadth 0.090
3 Std speed 0.085
4 Std heading 0.069
5 Median heading 0.068
6 Distance 0.063
7 Avg distance 0.062
8 Max speed 0.056
9 Median speed 0.056

10 Days 0.053
11 Max heading 0.016

Table 5: Feature importance using all features.

Feature Importance
1 Median heading 0.219
2 Std speed 0.191
3 Distance 0.129
4 Avg distance 0.111
5 Std heading 0.107
6 Max speed 0.107
7 Median speed 0.106
8 Max head 0.030

Table 6: Feature importance using radar features.

• Binary model type
After the prediction models of ‘total model type’, we created the prediction models of ‘binary
model type’. The created ROC curves are shown in Figure 22 and 23. The average AUC using
the decision tree classifier is 0.74 and the average AUC using the random forest classifier is
0.93. This shows the random forest classifier is also better than the decision tree classifier in
making binary predictions.
The ROC curves in which only radar features are used, are shown in Figure 24 and 25. These
ROC curves have an average AUC of 0.66 and 0.86. The score is, just like the results of ‘total
model type’ lower than when all features are used.
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Figure 22: ROC curve using decision tree classifier.
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Figure 23: ROC curve using random forest classifier.
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Figure 24: ROC curve using decision tree classifier and only radar features.
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Figure 25: ROC curve using random forest classifier and only radar features.
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4.4 Discussion

As shown in Section 4.3, the highest obtained F1 score is approximately 0.70. If the vessel type
would be guessed without using any model, for example by always ‘predicting’ the majority class
(cargo), the F1 score would be 0.37. This shows that the prediction using the prediction models is
almost twice as accurate as the random guess (0.70/0.37). If all described features are used, the
‘Length’, the ‘Breadth’ and the ‘Standard deviation of the speed’ are the most important features
for prediction. When only radar features are used, the ‘Median heading’, the ‘Standard deviation of
the speed’ and the ‘Median speed’ are the most important features. The highest obtained F1 score
is in that case approximately 0.58. This means that using the static feature leads to an increase of
20% in the F1 score. This shows that, when possible, the feature set that contains the static and
radar feature should be used.

The average AUC obtained by using the random forest classifier and all features is 0.93, which
is high. Both ROC curves, using all features and using only radar features, show that cargo and
fishing vessels are the best predictable vessel types. This means that the behaviour of these vessel
types differs the most from the behaviour of other vessel types. This is in accordance with the heat
map shown of Figure 8, in which we saw the cargo vessel has a high correlation with most features.
On the other hand, pleasure and passenger vessels are the hardest vessel types to predict.
We also see that the random forest classifier makes significantly better predictions than the decision
tree classifier and both classifiers score better when all features are used.
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Especially ‘binary model type’ requires more attention before it can be applied in the real world.
Although a high AUC indicates that the model can make correct predictions, it is also useful to
check the shape of the ROC curve. It depends on the situation whether it is acceptable to make a
wrong prediction. If we take a look at Figure 25, we see the AUC of sailing vessels is 0.91. However,
to achieve a high TPR (for example 0.9+), the FPR is also relatively high (0.2+). A FPR of 0.2+
is not always acceptable or even doable. For example, if the water police has limited resources or
the damage of wrongly accusing someone is high, a FPR of 0.2+ will not be acceptable to them.
There are other situations where the resources are limited or the damage, in terms of time or money,
of a false prediction is high. Therefore, it is important to be aware of the ratio of TPR and FPR
and to determine which ratio is acceptable in the current situation.

Possible limitations
In this research, there are a few factors that might have influenced the F1 score, either in a positive
or a negative way. The choice with the biggest impact on the score, is the definition of suspicious
behaviour. We assumed vessels of the same type have similar behaviour in terms of speed, heading
stability and travelled distance. Vessels that do not show the typical behaviour of their type are
marked as suspicious. Other definitions of suspicious behaviour might lead to a completely different
score.

Another important factor is the used vessel types. We took the vessel types with a frequency
of at least 3%, which were seven types. It might be possible that there is not much difference
between the behaviour of these vessel types (for example tanker and cargo vessels have very similar
behaviour), but there is more difference between the ignored vessel types. This could also be vice
versa. This means the F1 score depends heavily on the used vessel types and could be higher or
lower when other vessel types are used.

A downside of AIS data in general is that it is possible to turn the AIS transponder off [4]. This
means the vessel can not be tracked and there will be gaps in the data set. In this way, people
who plan to carry out illegal activities can turn off their AIS transponder and do these activities
unnoticed. Vessels with suspicious behaviour will therefore not be in the data set at the moments
they carry out illegal or suspicious activities. There are other reasons, like weak signals, that can
create gaps in the data. Vessels with gaps in their data are therefore not automatically suspicious
vessels. This disadvantage can not be solved but it is still good to be aware of it.
.
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5 Applied in the real world

The models can be applied in the real world to predict whether a vessel shows suspicious behaviour
or not with a higher certainty than when this would be ‘predicted’ randomly. If the water police
would do random inspections, chances are suspicious vessels stay undetected. On the other hand,
innocent vessels are being controlled for nothing, which is a waste of resources. Using a data-
driven approach, such as the derived prediction models, can result in better tangled inspection efforts.

When to use which model depends on the context. When it is relevant to get an overview of the
vessel types, it is best to use ‘total model type’. This model can distinguish between the possible
vessel types. It can be a useful model when one is interested in getting an impression of the type of
vessels on sea.
‘Binary model type’ can be used in more specific situations. If you are interested in the vessel types
that are sailing in a fishing-only area, it only matters whether the vessel is a fishing vessel. In that
case it does not really matter if it is a cargo vessel or a tanker vessel. A side note of the models of
binary model type is that the acceptable ratio between the TPR and FPR has to be determined
per situation
In general, ‘total model type’ should be used for general, high-level questions and ‘binary model
type’ is more useful in specific situations such as fishing-only areas.
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6 Conclusions and outlook

In this last section, we describe the conclusions of the research and suggestions for further research.

6.1 Conclusions

The research question of this research was: To what extent can we detect suspicious behaviour of
vessels, using data mining techniques on ship transponder data? Using the definition for suspicious
behaviour as described in Section 1.1 and the approach as described in Section 3.2, we can conclude
that suspicious behaviour can be detected with an accuracy of approximately 0.70, which is almost
twice as accurate as a random guess. This research also shows that the vessel type can already be
predicted with an accuracy of 0.58 when only radar data is used.

6.2 Outlook

The amount of available AIS data will keep growing and we expect the research in this domain to
grow as well. Besides completely different works on the same AIS data set, further research can also
focus on finding more relevant features related to the vessel type. This should lead to a significant
higher F1 score than mentioned in Section 4.3. A possible extension of this research is to use more or
different vessel types. This is related to the second item mentioned in the discussion of Section 4.4.
By using more of different vessel types, it can be determined if the features mentioned in this
research also relate to the other vessel types. If this is the case, the model may be generally applicable.

To respond to the development of using radar data, future research should focus on creating models
that use only radar data. These models can be applied directly when it receives radar data in order
to make real time predictions.

Another interesting extension of this research is to use maps with sailing, fishing and anchorage areas.
Using a map with sailing and anchorage areas, it can be detected if vessels only sail and anchor in
the allowed areas. Using a map with fishing areas, it can be detected if only fishing vessels are in this
area (using ‘binary model type’). Moreover, it can be detected if fishing vessels stay in the fishing ar-
eas in order to detect illegal fishing activities. This could all be an indicator for suspicious behaviour.

It could also be interesting to calculate how many times and for how long a vessel does not sail. It
could be that some vessel types, for example cargo vessels, will keep sailing from the begin to the
end of their journey, while smaller vessels, for example fishing vessels, have more locations where
they stop. This could be a feature to increase the F1 score.

The feature heading stability as described in 3.4 can also be extended. In this research, the heading
stability is calculated over the entire data set. It could also be interesting to calculate this per time
period, for example per minute, per hour or per day, or per voyage. This could give more insight in
how a vessel sails over time and during a voyage.

A last recommendation is to look for suspicious location patterns. Suspicious location patterns can
be strange patterns like sailing circles but also vessels that do not follow the typical tracks.
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