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Summary

Colorectal cancer is a major public health problem worldwide and its burden is expected to in-
crease due to the growth and aging of the global population. Colorectal cancer can be treated
using targeted drugs that specifically targets gene and protein alterations that influence the pro-
liferation of cancer cells, by inhibiting affected signaling pathways in the cell. Knowledge on the
molecular basis of the disease and on targeted inhibitors is increasing, but there is still a variety
of problems that have to be solved. The main problem for targeted drugs is that the response
to these targeted anticancer therapies are extremely variable and understanding the mechanisms
causing this variability is a big challenge in cancer research. Many of these mechanisms have been
discovered, but it is still unclear how they interact to induce cell line sensitivity or resistance to a
specific drug.

Multiple computational approaches have tried to shed light on this problem, from linear and
machine learning models, that try to find associations between genetic features and the drug re-
sponse, to specific mechanistic modeling, that simulate signal transduction and regulatory networks
to predict drug sensitivity. However the biological mechanisms are not taken into account in case
of linear and machine learning methods and the number of cell lines that are studied is limited in
mechanistic approaches or they only use a single data type.

We use a novel modeling approach developed at the Netherlands Cancer Institute by Thijssen,
to explore whether the drug sensitivity in 46 colorectal cancer cell lines can be explained with
computational signaling pathway models, combined with extensive multi type data measurements
and Bayesian statistics. We will use this approach for the first time with protein mass spectrometry
data and we present a method for replacing the missing protein phosphorylation data that are
needed as protein activation measurement in the model. This is done by reconstructing the protein
activation in different ways based on its phosphorylation or transcription targets. Also we will use
the ability of the model to estimated the activation of the signaling pathways in the model to
distinct different colorectal cancer subtypes and their response to targeted therapy.

We find that our replacement protocol for protein phosphorylation data is successful in recon-
structing a activation signal that can be explained by the model. Thought, not every signaling
node benefits from the same replacement approach. The drug response model, using the replace-
ment activation data, can explain the variability in the drug sensitivity between the cell lines to a
certain extent for a set of 4 targeted inhibitors and one drug combination. Moreover it captures
the genetic associations and dynamic signaling mechanisms underlying the drug response, that
are validated against literature and compared to Elastic net regression. The model is also able to
roughly distinguish a set of colorectal cancer subtypes based on the estimated activation of the
pathways and proliferation, although the effect is not strong.

This research shows that using this integrative modeling approach provides better understand-
ing of the underlying mechanism and complexity of targeted drug sensitivity in colorectal cancer
and is a step in the way to precision and personalized medicine.
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Chapter 1

Background

1.1 Introduction
Colorectal cancer (CRC) is one of the most common cancers worldwide and a major public health
problem[1]. Although it is the third most commonly diagnosed cancer and the fourth cause of
cancer death in the world[1], the CRC prevalence and mortality rates have been declining the last
few decades in the US and Europe, mainly because of a decrease in risk factors (Smoking, red meat
consumption, use of aspirin) and the improvement of treatment and prevention by screening tests
[2]. Because of this early detection and treatment combined with a growing and aging population
the number of CRC survivors is still increasing[3]. Even if CRC continues to be a disease of
the developed world, its incidence rates have been increasing in developing countries[1]. Also the
worldwide burden is expected to increase due to the growth and aging of the global population and
because of the adoption of western behavior and lifestyle. Therefore extensive research is needed
to increase the prevention and treatment of colorectal cancer.

The treatment of CRC consists of local treatments(surgery, and radiotherapy), and full body
treatments(chemotherapy, targeted therapy, and Immunotherapy)[3]. Currently the treatment of
CRC differs between the different tumor stages. Patients with stage I or II (local tumors) CRC
undergo only partial or total colectomy(surgical removal of a part of the colon)[3], two-thirds of pa-
tients with stage III tumors (metastasis to lymph nodes) will receive additional chemotherapy, and
for stage IV colorectal cancers (distant metastases) chemotherapy is the main treatment, including
regular chemotherapy and targeted drugs, and in some limited advanced cases immunotherapy can
be used.

In this thesis we will focus on the treatment of metastatic CRC with targeted drugs. These
drugs are the product of extensive research on gene and protein alterations that influence the
mechanisms of cancer, and by specifically targeting these changes they aim to inhibit the prolifera-
tion and growth of the tumor. Many cancer genome research projects have as goal to characterize
these genetic alterations in cancer and try to discover the therapeutic targets through large scale
genomic profiling and mapping of the cancer genome[4], accordingly increasing our knowledge on
the molecular basis of the disease. As a result the number of available targeted drugs for treating
metastatic CRC is growing and many protein targeting drugs are in clinical use or development[5].

However, there is a variety of problems concerning targeted therapies that still have to be solved.
The main dilemma is that patient and tumor response to targeted anticancer therapies is extremely
variable, most drugs work in only a subset of patients, and understanding this variability is a big
challenge in cancer research[6]. Known and unknown mutations in oncogenes or tumor suppressors
changes the properties of dynamic signaling pathways in the cell, that orchestrate proliferation
and apoptosis, causing the sensitivity to a specific targeted drug to vary widely between cells
and tumors with different genetic alterations. It is common that the response of patients to
targeted therapies is being associated and stratified with biomarkers, usually consisting of either
copy number alteration or mutation of specific genes. Before treatment, the tumors are screened
for these biomarkers to see if the patient is eligible for a certain therapy. However for many drugs
no efficient biomarker exists, and for those where markers exist, they have relatively low predictive
power for drug response and their true clinical significance for precision treatment is debatable[7].
A lot of effort is being spent on patient stratification based on these genetic alterations to achieve
optimal therapeutic outcome, but the understanding of the underlying mechanisms of the drivers
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of cancer is found to be just as important[8]. Particularly when using pathway-targeted therapies,
where not all patients with the targeted mutation respond. Therefore identifying good biomarkers,
or other factors responsible for variation in drug response, and understanding how these dynamic
signaling pathways behave in the cell under the influence of different genetic alterations, is essential
for the response prediction and effective use of targeted therapeutics and precision medicine[5].

Another common problem of targeted therapeutics is the problem of drug resistance. When
patients receive targeted therapy it is possible that a period of tumor regression is followed by
recurrent progression[9]. Although the knowledge about the mechanisms underlying this drug
resistance is still scarce, numerous research groups have identified several unique mechanisms. A
major cause is the intratumor heterogeneity between the tumor cells[10]. Although all cells in
tumors usually originate from a single cell, the evolution of the tumor is chaotic, with genetically
different tumor clones coexisting within tumors for long periods of time. They all may have
a different response to the therapy and thus only a part of the tumor cells are killed with the
targeted therapy, while other cells appear to be resistant. Furthermore, single cells can become
resistance to targeted drugs over a period of time, by accumulating constitutive mutations that
change the dynamic mechanisms in the cell, making the drug lose its effectiveness or completely
obsolete[6]. Further insights in the mechanisms of dynamic signaling networks and the resistance
to current therapeutics are therefore needed to tackle the key factors contributing to the lethal
outcome of cancer and therapeutic failure and to improve clinical outcome[11][12].

Understanding the molecular effect of single targeted drugs on the dynamic signaling network
of a cell is crucial to explain the drug sensitivity and drug resistance of tumor cells. The analysis
of the activity of signaling pathways will support the development of predictive and response
biomarkers that can be linked to cellular mechanisms[13][6]. Because the dynamic mechanisms
in cancer are very complex, multiple computational approaches have been designed to model the
signaling pathways in a cell and to shed light on the behavior of cancer cells treated with targeted
drugs.

1.2 Previous work

1.2.1 Computational models
Computational models of drug sensitivity, resistance, and cancer cell signaling have a lot of poten-
tial to overcome the limitations of the reductionist approach, where individual genes and proteins
are studied without information from other elements in the system in which they interact and
function[14][15]. These studies have been very effective in finding specific characteristics of partic-
ular biological processes, but biomolecules depend on interactions with many other biomolecules,
therefore other, more integrative, methods are needed for new scientific discovery. Modeling, and
especially computational modeling, has become a powerful tool in this field[15].

Linear and Machine learning models
To untangle the complexity of drug sensitivity and resistance, a variety of statistical and machine
learning approaches have been developed over the last decades, making use of the advances in
high-throughput drug screening technologies that have enabled the testing of thousands of drug
candidates on large panels of cancer cell lines[16].

Studies on large scale datasets from TCGA1, GDSC2, and NCI-603 have been conducted us-
ing a variety of supervised learning approaches such as commonly used elastic net regression and
MANOVA(Garnett[17], Barretina[18], Iorio[19]), random forest(Daemen[20], Riddick[16]), Sup-
port vector machines(Daemen[20], Dong[[21]), Naive bayes classification(Barritina[18]) and other
classifiers(Lee[22], Stanton[23]) and also some unsupervised clustering methods(Seashore[24]).

As Deep Learning is increasingly applied in various fields of computer science it is also ap-
plied here. Vougas et al.[25] state that cancer datasets are too multidimensional to be effectively
managed by classical Machine Learning algorithms and have therefore developed a deep learning
neural network and use association rule mining to analyze the complex biological data. All these
statistical approaches have provided a lot of knowledge and many specific targeted drug biomarkers
and genetic associations, however, because no intrinsic knowledge and details about the biological

1https://cancergenome.nih.gov/
2http://www.cancerrxgene.org/
3https://dtp.cancer.gov/discovery_development/nci-60/
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systems in the cell is incorporated they do not explain or merely guess the underlying mechanisms
of the strongest associations found. More specific and smaller associations or individual cell char-
acteristics, such as the activity of certain biological pathways, and sensitivities cannot directly be
revealed.

Mechanistic approaches
More specific mechanistic modeling approaches have been proposed to analyze and simulate signal
transduction and regulatory networks to predict drug sensitivity and the underlying mechanisms[26].
They integrate molecular and phenotype data with pathway knowledge to gain a better under-
standing of the genetic and signaling alterations that determine the response to targeted drugs[14].
This enables models to determine the intracellular signaling activity under the influence of dif-
ferent mutations and different therapeutic treatments, resulting in different cell phenotypes, such
as apoptosis, cell differentiation, and proliferation[14]. These mechanistic modeling approaches
use different levels of abstraction, ranging from very detailed kinetic models between signaling
molecules to abstract topological boolean models of multiple pathways.

Because signaling pathways are real biological systems where chemicals react according to
chemical and physical laws, it seems appropriate to model the system using a set of differential
equations. However due unknown kinetic parameters, missing data, and incomplete mechanistic
details of many biological systems, these models are only feasible on smaller, known, and well-
studied systems[27]. Studies that use such methods include Fey et. al.[13], using a ODE model to
describe the behavior of a select number of molecules in the JNK signaling pathway and use the
pathway dynamics as a biomarker for therapy, Bidkhori et al.[28] who built similar mathematical
models representing EGFR signaling, and Sulaimanov et. al.[29] modeling the MTOR signaling
pathway based on multiple ODE models.

On the other hand, the qualitative topology models provide coarse-grained descriptions of
the underlying biological systems, using less complex logic or boolean operators and require less
data for parameterization[30][[27]. These models are commonly used to study abstract biological
systems where many smaller subsystems and reactions are clustered together, but is also used on
more complex detailed systems to acquire qualitative knowledge of the network. Logic models are
larger, incorporating more pathways and elements than ODE models, which is possible because
the model mechanics are less complex. Examples are Calzone et. al.[31], using a logic model of
multiple signaling pathways to predict the survival or apoptosis of cells on the activation of death
receptors, Zhu et. al.[32] used a logic model of signaling pathways in cancer to identify potential
drug targets in breast cancer, and Bonzanni et. al.[33] shed light on the behavior of blood stem
cells by creating a dynamic regulatory network logic model.

In between these two approaches there are many hybrid models that capture signaling systems
at different levels of abstraction and use a variation of mathematical formalisms and modeling
techniques[34]. Hybrid modeling approaches are becoming more important[34], in which qualita-
tive and quantitative representations are combined, because of the growing number of biological
mechanisms to model and the increasing availability of experimental measurements. Four notable
studies can be mentioned, one from Ryll et. al.[35] who coupled logical models of signaling and
gene-regulatory networks with kinetic models of metabolic processes. Klinger et. al.[30] build a
framework, MRA, to calculate the response of an ODE model to a set of perturbations to analyze
the MAPK and PI3K pathway with measured specific node stimulation and inhibition perturba-
tions. A study by Kirouac et. al.[36] introduced a method of quantitative logic, and Eduanti et.
al.[7], used a similar method as klinger, with perturbed multitype data, to build cell line–specific
dynamic logic models to investigate the signaling pathway dynamics and drug response. These
mechanistic approaches of signaling pathway models have been successful and have already been
used to propose single or combined targeted therapies to block one or multiple signaling pathways[7]
and to analyze the signaling pathway dynamics besides finding novel genetic or proteomic associ-
ations.

However, it must be noted that all approaches are tailored to a specific problem, a chosen level
of abstraction, and rely on different data types, such as perturbed data or measurements of time.
This means that the model approaches are not always easily adaptable or interchangeable for one
another.

Parameter estimation
Methods used in above mentioned modeling approaches all rely on parameters that have to be
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estimated from the data. There are some differences in the parameter estimation and optimization
methods of these models. The ODE modeling methods usually make use of numerical analysis sim-
ulations to solve the differential equations[27][28] or use adaptive simulated annealing and Monte
Carlo-based approaches[13], by repeatedly changing the parameters and refitting the model. The
latter are also used in logic and hybrid approaches. Other parameter solving methods include, par-
ticle swarm optimization, using a population of candidate solutions that move over a search-space
[36], and modular response analysis, for the analysis of parameter perturbations [30]. Distinction
must be made between methods that provide single point parameter values and stochastic meth-
ods estimating the parameter as random variable with a probability density distribution. When
models are complex and have a high level of uncertainty, the use of parameters as random variable
can provide more information on the true parameter value, as it models its uncertainty. However
estimating probability density distributions is much more computationally intense. There is also a
difference between parameter optimization methods that specifically optimize or maximize a cer-
tain likelihood based on the data and parameter estimation methods that generalize the parameter
values from the data without necessarily maximizing the likelihood, such as Bayesian parameter
inference techniques[37].

1.3 Contributions
Modeling CRC pathways
As mentioned in the previous paragraph there exist multiple ways of modeling signaling pathways
and targeted drug sensitivity, however these approaches lack the available knowledge of biological
mechanisms in the models in case of linear and machine learning methods, the number of cell lines
that are studied is limited in mechanistic approaches, or they only use a single data type. Therefore
in this work we will use a signaling network model approach, developed by Thijssen et al.[38],
which uses multiple data types and Bayesian inference to analyze the drug response and pathway
activation. We developed a model of the two important signaling pathways of CRC and cancer
in general, the MAPK, and PI3k pathway, and integrate it with the molecular measurements of a
panel of 46 CRC cell lines. A description of the modeling method can be found in the next section
1.4.2. In chapter 3 we will describe the modeling for four targeted drugs and one combination drug
set and validate our findings by comparing them to current knowledge from literature, to see if
we can recapitulate the known and maybe find unknown associations and mechanisms. We also
compare the results to the results of a elastic net regression model, that is performed on the same
dataset and is commonly used for finding genetic associations with drug response[17].

PMS instead of RPPA
The model developed by Thijssen has so far only proven to work with reverse phase protein
array(RPPA) data. RPPA is a powerful tool but limited to the few hundred antibodies of good
quality that are currently available on the market[32]. The use of data from other sources, such
as protein mass spectrometry has not yet been tested with this modeling technique. Protein mass
spectrometry (PMS) has rapidly advanced in recent years[39], but it is still less accurate than RPPA
and has a hard time quantifying proteins in low abundance[40]. However PMS can measure much
more different proteins than RPPA. As it does not depend on specific antibodies, PMS can be used
to explore a very wide range of proteins, which we will use in this work to our advantage to select
phosphorylation targets. This capability to identify thousands of proteins in complex biological
samples, without specification of the protein that must be measured, makes PMS increasingly
important in clinical proteomics[32]. It is therefore very interesting to see whether this modeling
approach is able to distinguish the variation in the less accurate mass spectrometry data as good
as in until now used RPPA data.

Missing data replacement
Another major disadvantage of the protein mass spectrometry measurements is that expression
data of important phosphorylated proteins are missing, allegedly due to the low abundance of these
proteins and peptides in the cell. This is a problem because the activation data of the pathway
components is essential to be able to correctly model the signaling pathways. Also because the use
of PMS in research and databases is increasing[41][42], it is important to be able to also use it for
signaling node activation modeling.
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To our knowledge there is not yet a solution for dealing with these missing activation data
other than leaving it out of the model. Therefore we propose a solution to this problem in the
next chapter, in the form of a method to replace or reconstruct this missing data. Using the
signaling network based on current knowledge, PMS data, gene expression data, and knowledge
of phosphorylation targets and transcribed genes of proteins from literature and databases, we
reconstruct the activation expression of the missing node data. We based our proposal on the idea
that the variance of the activation of a pathway component is transferred to its targets downstream,
to each in a different way and strength. When combining the variances of all or a selection of these
targets the variance of the parent component should be able to be retrieved. This idea is also used
in studies concerning signal processing and 2d and 3d image and surface reconstruction, which
show that a relatively small number of random projections or samples of a signal can contain most
of its information from which a very accurate reconstruction can be created[43][44][45][46].

We will validate our replacement data protocol by comparing it to the known node activation,
and to how well the model can explain the variance in the data. With this research we will try
to answer the question to what extend the activation of a signaling node can be reconstructed
using its phosphorylation targets or transcription genes and if the model can explain the variance.
Using the results of the experiments on this target replacement data protocol we select the best
new target data to our signaling pathway model to use in our models with the drug response data
in chapter 3.

CRC subtypes differentiation
In the last chapter we describe how we use the model’s ability to estimate the activation of specific
pathways to distinguish different CRC subtypes, as these subtypes are characterized by specific
mechanisms of cell signaling[47][48]. We will do this by creating a model of five signaling path-
ways commonly involved in CRC, namely the MAPK, PI3K, WNT, P53, and TGFR pathways.
Incorporating this number of pathways will increase the complexity of the model, therefore we
increase the level of abstraction by representing the pathways with less nodes, to enable proper
convergence. Comparing our findings with literature will validate our results, giving insight into
whether the modeling method can differentiate between CRC subtypes and to what extent the
known characteristics can be recapitulated.

1.4 Materials, Method, and Models

1.4.1 Data
In this study we use a panel of 46 CRC COSMIC cell lines 4. For all these cell lines genetic
aberration data is publicly available, including mutations, losses, and amplifications, together with
gene expression data. Besides this public available data, we were also able to work with additional
dataset provided by the Wellcome Trust Sanger Institute(WTSI), containing mass spectrometry
measurements of protein and phosphorylated protein expression in the individual cell lines and
drug dose response measurements of the cell lines treated with a set of targeted inhibitors.

A set of 93 SNPs were profiled for all cell lines, with as a result a binarized matrix indicating
if a mutation is present in the cell line. Besides SNPs also copy number variation was analyzed
for both 425 pancancer and 66 colorectal cancer specific altered genes and chromosomal segments,
the data was also binarized for use. All this genetic data is been studies in the COSMIC cell line
project and the Genomics of Drug Sensitivity in Cancer (GDSC) project[49]5.

We were provided with protein mass spectrometry dataset by the WTSI, which covered the
abundance measurements of 9473 proteins and 11188 phosphosites located on 3974 different pro-
teins (as a protein can have multiple phosphosites) for each cell line. All measurements were
normalized between 0 and 1 and similar sequences incorporating the same phosphosites were com-
bined. The phosphorylation expression also was normalized by subtracting its protein abundance,
to obtain the relative phosphorylation measurements per protein.

Additionally, we received from the WTSI a drug dose response screen using 27 targeted in-
hibitors and one combination treatment, with targets including RTKs, MAPK pathway and PI3K
pathway signaling components. For every drug-cell line combination 7 dose concentrations were
measured, some with multiple plate replicates. The concentration doses are decreasing 2-fold with

4http://cancer.sanger.ac.uk/cell_lines
5http://www.cancerrxgene.org/
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a drug specific maximum concentration. Before analysis the drug responses were normalized on
blanks and controls and a selection of 9 drugs was made that had at least a 50 percent reduction
of relative proliferation.

1.4.2 Modeling Method
Signaling Model

The signaling pathway modeling method developed by Thijssen at the Netherlands Cancer Institute
is based on estimating the activation of the signaling nodes, the strength of the activation or
inhibition between the nodes, and their effect on the proliferation of the cell under treatment of
targeted drugs, Figure 1.1.

Proliferation: rj

….

….mut

nth 
Drug

Smut,m,j Sk,j Sk,j

Ak,j  

Ak,j

kk kk

Mm,j

Kn , hn , cn, cic50,n

Ei,j
Pi,j, pi

Ak,j

Ak,j

k

k

Figure 1.1: Overview of the signaling model and its functions; In blue are depicted the function
parameters and in red the data variables.

The activation (Ai,j) of the ith signaling node in the jth cell line depends on the following
variables; the basal activity (bi) of the ith signaling node, the activation (Ak,j) and strength (sk,j)
of the activation of the (k) parent signaling nodes, the presence and strength of (m) mutations
affecting the ith node, and optionally the measured abundance (Ei,j) of the node’s protein. All
together the activation is defined as:

Ai,j = Ei,j · (bi +
∑

kεparent_nodes

sk,i ·Ak,j +
∑

mεnode_mutations

smut,m,i ·Mm,j) (1.1)

Where bi, sk,i, smut,m,i, are the modeled parameters, Mm,j is the mutation and cnv data in binary
matrix form, and Ei,j is the expression by the formula:

Ei,j = (pi · Pi,j) + (1− pi) (1.2)

The expression coefficient parameter (pi) controls whether the abundance of the protein i is limiting
the signal transduction and Pi,j is the protein expression data. The node activation is then clamped
between 0 and 1 using a sigmoid function.

The drug effect is modeled by multiplying the node’s activation by the effect of the model de-
pending on the maximum inhibition (Kn) of the drug, the log steepness (hn) of dose response effects,
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the half-maximal inhibition concentration (IC50n), and the log concentration of the drug(Cn), all
for the nth drug. The inhibited activation becomes:

Ai,j,inhibited = Ai,j · (Kn +
1−Kn

10hn·(cn−cIC50,n) + 1
) (1.3)

Containing the estimated parameters Kn, hn, and IC50n, and data variable Cn.
The proliferation (rj) of the jth cell line, depends on the activation of k nodes signaling to

proliferation and their strength(parameter kk) on the proliferation signal. If the effect of the drugs
is not incorporated in to the model the untreated proliferation becomes,

rj =
∑

kεparent_nodes

kk ·Ak,j (1.4)

, and including the inhibition of the nodes by the targeted drugs will pass along the effect in the
activation functions to the indirectly inhibited proliferation.

rj,inhibited =
∑

kεparent_nodes

kk ·Ak,j,inhibited (1.5)

Using these two functions we can calculate the cell line drug response(Dj) by normalizing the
proliferation under drug treatment at a particular concentration to the untreated proliferation.

Dj =
x0,j · erj,inhibited·ttreatment

x0,j · erj ·ttreatment
= ettreatment(rj,inhibited−rj) (1.6)

Here the x0,j is the seeding density of the cell line, which is the starting number of cells, and
ttreatment is the treatment duration.

Bayesian inference

The model likelihood is equal to the probability density of the observed measured outcomes given
the parameter values. Using the activation function and drug response function we can create a
likelihood function for each activation and drug response measured data point. Including each
data type the likelihood function becomes:

L(θ|y) =
∏

iεobserved_variables

∏
jεcell_lines

∏
kεreplicates

P (yi,j,k|θ) (1.7)

Variable y depicts the measured data and θ the parameter vector. As individual likelihood function
for every variable a student’s t-distribution is used. The number of degrees of freedom is set to
three, because the t-distribution only serves as a means of robust inference. The likelihood function
per data point is therefore as follows:

P (yi,j,k|θ) = t(yi,j,k|µ = xi,j , σ = σi, ν = 3) (1.8)

xi,j =

{
gi + (1− gi)Ai,j(Θ) for observed activation data

Dj(Θ) for observed drug response data (1.9)

The variance of the measured variable σi is a parameter and the mean is a modeled variable
that depends in case of signaling node activation measurements on the activation function and a
background signal parameter and for the drug response measurements the drug response function
is used.

The aim is to use Bayesian inference to calculate the posterior density distribution of the
parameters given the data P (θ|y). According to the Bayesian theorem,

P (Θ|y) =
P (y|Θ)P (Θ)

P (y)
(1.10)

the posterior can be obtained by dividing the product of the likelihood and the prior distribution
of the parameter over the marginal likelihood P (y). The likelihood is as given as in Equation 1.7
and the manually set prior distributions for the parameters can be found in Supplementary Table
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5.1. The denominator cannot be computed analytically, therefore we have to sample from the
posterior density distribution in a high dimensional parameter space. The sampling method we
use is PTMCMC, a description can be found in the next paragraph. From sampling the posterior
we obtain the marginal probability densities for each of the parameters and an estimation of the
posterior distribution, which we can use to calculate the marginal likelihood of the model.

Using the approximated Monte Carlo samples we are able to calculate the posterior predictive
distribution. This posterior predictive is a probability distribution of a new modeled dataset, after
we have seen the observed data set , and can be compared to the observed data set to see what
extend the model can explain the data. It is calculated by integrating the likelihood times the
posterior over all the parameters given model M :

P (ypred|y,M) =

∫
P (ypred|θ,M) · P (θ|y,M)dθ (1.11)

Which can be approximated by taking the average over all obtained samples N of the likelihoods
of the new data points given a parameter vector (θi) and the model.

P (ypred|y,M) ≈ 1

N

N∑
i=1

P (ypred|θi,M) (1.12)

Posterior sampling

To estimate the posterior distribution from the likelihood and prior distributions we use paral-
lel tempered Markov Chain Monte Carlo sampling to generate the samples from the posterior
distribution. To aid the MCMC we use additional approaches, consisting of adaptive tempera-
tures, parameter blocking, and adaptive proposals, to improve and speed up the convergence. This
sampling approach is implemented in a software package developed by Thijsen et. al.[38] and is
available on the NKI’s Computational Cancer Biology website6.

Markov Chain Monte Carlo sampling can generate samples from a high dimensional search
space by using a Markov Chain that proposes and accepts or rejects smart jumps in this space[50].
The sampling starts with a burn-in period, to let the chain find the sampling space, these samples
are then discarded, and continuous with the sampling period, where the sampling distribution is
generated.

A variation on MCMC is parallel tempered MCMC, which runs multiple chains at different
temperatures that influence the posterior. At high temperatures the sampling distribution will
become the prior distribution making it easier to explore the parameter space while in low tem-
peratures the chains can explore the peaks of the likelihood. After a predefined number of Monte
Carlo samples a sequence of swaps, the exchange of chains at neighboring temperatures, is sug-
gested and accepted with a certain probability[51]. This method alone improves the convergence
effectively.

We want the chains to visit both high and low temperatures as many times as possible to obtain
independent samples, so the number of round-trips between the lowest and highest temperature
must be maximized. Therefore we make use of a variance of this PTMCMC, by Katzgraber et
al.[51], that adapts the set of temperatures to optimize the number of round trips of the chains,
by minimizing the up and downwards trip times.

Additionally, we use parameter blocking, by Turek et al.[52], which jointly updates multiple
parameters simultaneously, as a parameter block, if they are correlated with each other. This
increases the sampling performance compared to updating each parameter independently.

Finally, adaptive proposals, by Haario et al.[53], are used to adapts the proposal distribution
continuously to the target distribution based on all the previous states. This adaptation makes
sure that the search is more effective at an early stage of the simulation.

The convergence of the PTMCMC can be determined by monitoring the autocorrelation of the
parameters, the traces of the variables, and the number of temperature round trips.

1.4.3 Pathway models
For this thesis we created two signaling pathway models that we will use to model the pathway
activation and drug response of CRC cell lines. We created these pathway models based on

6http://ccb.nki.nl/software/bcm/
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literature, pathway databases, e.g. Kegg database, and available data. To select the signaling
pathways of interest we looked at the most important and frequent mutations in CRC and which
pathways they influence. Also the availability of a targeted drug that inhibits the pathway is
of important for obvious reasons. The MAPK and PI3K signaling pathways harbor many of
these important mutations, such as the BRAF, KRAS, EGFR, PTEN, and PI3K mutations[54],
and are therefore the first pathway models we created. There are more mutations that play a
significant role in CRC, including APC, β Catenin, SMAD, and P53 mutations, that influence
multiple pathways[54]. Based on these mutations we created a second pathway model consisting
of the MAPK, PI3K, P53, TGFBR, and WNT signaling pathways.

Both models will be used in chapter 2 for testing the missing data replacement, the first model
will be used in chapter 3 for modeling the cell line drug response, and the second model for the
colorectal cancer subtype analysis. We designed both models in CellDesigner7, a SBML modeling
tool of biochemical networks, and described them in more detail below.

MAPK and PI3K model

The MAPK and PI3K pathway model is based on the mutations that are most frequent in colorectal
cancer and cancer in general. Important are the KRAS and BRAF mutations, which are involved
in respectively 25–60% and 13% of colorectal cancers[54][55], both mutations directly influence the
MAPK pathway. One third of colorectal cancers have activating somatic mutations in PI3KCA[54],
together with PTEN mutations they deregulate the PI3K pathway.

Both pathways are activated by the same growth factor receptors, including EGFR, FGFR,
IGFR, and ERBB2(HER2). These receptors are also often subject to mutations, genetic amplifi-
cations, and losses[54].

We modeled the MAPK pathway by the cascade including RAS, BRAF, MEK, and ERK
signaling to proliferation, see figure 1.2. The PI3K pathway is depicted by its signaling compo-
nents PI3K, AKT, mTOR, S6K, and 4EBP1, where AKT is inhibited by PTEN. Both RAS and
PI3K are activated by the growth factor receptors, and the pathways interact with each other via
RAS activating PI3K[56] and ERK activating MTOR[6]. We added to each node in the model
its available mutations and genetic loss or gain. Five targeted drugs are used in this thesis, all
directly targeting the MAPK and PI3K pathway. Drugs targeting the MAPK pathway are Trame-
tinib(MEK), SCH772984(ERK), Afatinib(EGFR), and a combination of Afatinib and Trametinib.
MK2206(AKT) targets the PI3K pathway together with Afatinib and the combination drug.

Multi pathway model

The second model is an abstract or less complex version of the MAPK and PI3K model with the
additional TGFB, WNT, and P53 pathways. We had to reduce the number of nodes per pathway
because a model with all nodes would be very hard to converge. We reduced the MAPK pathway
to one node, activated by the growth factor rectors, and the PI3K pathway was reduced to only
AKT and two small proteins S6K 4EBP1, to confer the proliferation inhibition and activation,
figure 1.3.

TP53 is a tumor suppressor gene and mutations in the TP53 gene occur in almost half of all
metastatic colorectal cancers, causing the activation of target genes[55]. P53 is regulated by the
protein MDM2, which is inhibited by AKT. We modeled this inhibitory effect directly on P53.

Mutations in SMAD4 and SMAD2 result in disruptions of TGF-β signaling pathway[57][55].
We modeled the TGF-β pathway with two nodes, the TGF-β receptor and SMAD, representing
the SMAD proteins, inhibiting proliferation.

The last pathway we included was the WNT signaling pathway. This pathway, that regulates
transcription of a number of critical cell proliferation genes via β catenin, harbors mutations that
often occur in CRC. Mutations in the APC gene are one of the initiating events of CRC, around 85%
of CRC tumors have these mutations[54]. APC regulates together with GSK3β the degradation
of β catenin. β catenin itself is mutated in up to 10% of all sporadic CRCs[54]. Furthermore
mutations occur in GSK3β and AXIN2, a regulator of GSK3β[55]. GSK3β is regulated by the
WNT receptor, which is affected by the RNF43 mutation[58]. Moreover, GSK3β is inhibited by
AKT and activated the growth factor receptors[59]. We use the three nodes, WNTR, GSK3β,
and β catenin, to model the pathway. The same five targeted drugs can be applied to this model,

7http://www.celldesigner.org
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Figure 1.2: MAPK and PI3K pathway model

although they do not directly interfere with all pathways they do have an indirect effect. We
modeled the AKT inhibitor MK2206, MEK inhibitor Trametinib, and ERK inhibitor SCH772984.

Figure 1.3: multi pathway model
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Chapter 2

Missing data replacement

As mentioned in the previous chapter, protein mass spectrometry fails to accurately measure
the expression of all phosphorylated proteins in the cell. This causes a problem, in particular,
when the signaling nodes, from which you want to model the activity, are missing the data that
directly captures their activity. For a number of nodes in the pathways that we chose to model
lack this activation data in the protein mass spectrometry dataset. Examples of phosphorylation
sites that are missing but are regarded as the true activation measurements of their proteins are
phosphorylated S(serine)473 for AKT1[60], S222 and S218 for MAP1K2(MEK1)[61], and S394,
T(Threonine)412, and S434 for S6K[62]. Without these data the activation of these proteins
cannot be directly computed.

However, there is hope, because the protein mass spectrometry has measured the expression of
a broad range of proteins, we do have measurements of the proteins and their phosphorylation in
the functional neighborhood of these missing nodes. Meaning that the nodes that lack activation
data have phosphorylation targets that do have data, which can be used to reconstruct the activity
of the nodes itself.

This reconstruction can take place because the activated protein is phosphorylating its targets
and consequently passes along its activity. This transfer, however, is subject to different factors of
noise that change the original signal, including other proteins that also phosphorylate the target
protein on the exact same site, the dependence of the proteins on their micro environment, and of
course measurement noise. By combining or averaging the measured data of the multiple targets,
the original signal and most importantly its variance can be reconstructed.

We used this theory to propose a method for finding, selecting, and incorporating the target
measurement data in the model, filling the gaps of missing activation data.

2.1 Phosphorylation and transcription targets
To replace missing activation data for signaling components we introduce a protocol for finding
and selecting replacement data. As explained above, the main idea is that when the true protein
phosphorylation data is missing for a certain node A we look further downstream in the signaling
cascade to find its N targets that are phosphorylated by A and thus indirectly convey the activation
status of A. We then use the expression of these phosphosite targets as the activation expression
of the original node A. However each signaling component is different and can have one, none, or
multiple downstream targets. We consider two different downstream target options that can be used
for alternative activation measurements, see figure 2.1. The first option are the phosphorylation
measurements of the direct phosphorylation targets. For example the protein AKT is activated by
phorylation of serine 473, but if the expression data of this phosphosite it missing, targets of AKT
can be considered. AKT1 has multiple other phosphorylation targets, such as PRAS40(T246),
MTOR(S2448), GSK3B(S9), and FOXO3(S253), and therefore their expression can be used as
alternative measurement. If the node that is missing data is a transcription factor or if has a
transcription factor directly downstream, the second option is to use gene or protein expression of
the transcribed genes as alternative activation data. TP53, for example, is a transcription factor of
genes including, CDKN1A, MDM2, RRM2B, SUSD6, whose measured gene or protein expression
can be used as replacement data.

13



A

T T T G G…. ….

Phosphorylation targets Transcription targets

n n

Modeled pathway

DNA

Figure 2.1: Missing activation data reconstruction; The modeled pathway with a node A missing
its activation data. Node A has n phosphorylation targets, T, with measured expression or if it is
a transcription factor, n target genes, G, with measured gene expression. These targets are then
combined to reconstruct the activation of node A.

For this method it is crucial to know what the targets of a node are and if these targets are
available in the dataset. Therefore one has to rely on the present knowledge on protein target
phosphorylation. The phosphorylation targets of the signaling nodes can be found in literature,
curated databases (eg. Phosphosite1 and Kegg2), or databases that predict the possible targets
(eg. Networkin3). Secondary or indirect activation targets are not always in Kegg, so literature
curation is still needed in some cases. The strength or confidence of a phosphorylation relationship
between two proteins must also be taken into consideration to be able to select the best suitable
targets that represent the activation of the parent node in the most accurate way, as some proteins,
eg. AKT1, have more that 100 possible targets. It must also be mentioned that the number of
targets per node is very variable, as for some nodes such as AKT1 have many targets while for
MEK1 it is hard to find multiple strong targets. This makes the search for targets a laborious and
complicated job.

2.2 Replacement data
To see how the effect of targets represent the parent node and how well the model can recapitulate
and explain the variance we incorporated the target data in the model in three different ways.
First we used the single best target of the node, then we took the average of multiple best nth
targets, and also used the multiple n targets as separate replicates to the model. To be able to
select the targets we created a target list per node in the following way:

First conduct a search for all phosphorylation targets of the node of interest in databases and
literature, also include targets that are already used by other nodes in the model as activation
data, because these still hold variance information about the data missing node and should not be
disregarded.

Then rank the list of targets on importance and confidence using Networkin[63][64] 4 prediction
scores, which represent how likely the phosphorylation interaction is to occur in a probabilistic
manner based on their occurrence in literature and databases such as STRING5 and Kegg. If no
such score can be found the targets can be ranked on self curation from literature and databases.

1http://www.phosphosite.org/
2http://www.genome.jp/kegg/
3http://networkin.info/
4http://networkin.info/
5https://string-db.org/
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If a node is a transcription factor or directly influences one, a list of target genes is created
and similarly ranked on their known interaction quality score. This score can be obtained from
databases such as Transfac[65] or self curated from literature. Using this ranked lists, which can
be found in Supplementary Table 5.2, we took the target with the best score or the n multiple best
targets for use in the model.

For the single target approach we took the number one target, with the highest confidence of
the ranked list. For example for AKT1 we selected FOXO3 S253 with the maximum confidence
score of 54.934, only slightly higher than the second target FOXO1 S319. We then use this target’s
measured expression as measurement data for the activation of node AKT1.

Figure 2.2: Grouping of the ranked targets of signaling node AKT1 based on confidence score

For the use of multiple targets from the ranked list we took the n targets with the highest
confidence level. This n is different per node and depends on the trend of the ranked confidence
scores and is semi-arbitrary. We created three groups of n targets per node, the first n1 targets are
the targets with the highest score, before a significant drop in the score for the next target in the
list, see Figure 2.2. The second n2 targets are the targets are the best targets until the confidence
becomes steady, and the third n3 targets include also the rest of the targets with less confidence,
with a maximum number of 15. For example, see figure 2.2, for AKT1 after target AKT1S1 T246
there is a drop in confidence, and MAP2K4 S80 is the last target before the weaker targets are
listed. As mentioned we implemented two ways of incorporating the multiple targets in the model.
In the first method we used the n targets as separate replicates for the parent node in the model
and in the second method we took the average of targets and used that as replacement data for
the parent node. For calculating the average of the target phosphorylated nodes, ȳi,j , we took the
average of the N targets from node i, all normalized so that their own data mean is equal to 0.5
to make the variances between the targets comparable to each other:

ȳi,j =
1

Ntargets

Ntargets∑
kεtargets

(yi,j,k − (
1

Ncelllines

Ncelllines∑
jεcelllines

yi,j,k − 0.5)) (2.1)

Here yi,j,k is the phosphorylation expression of kth target node of node i in the jth cell line,
Ncelllines are the number of cell lines, and Ntargets are the number of targets of node i. For targets
of transcription factors normalization of the gene expression is not needed, the average therefore
becomes:

ȳi,j =
1

Ntargets

Ntargets∑
kεtargets

yi,j,k (2.2)

Where yi,j,k is the gene expression of the kth gene transcribed by node ih in the jth cell line.
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2.3 Experimental setup
We set up a set of experiments to test our method of replacing a node’s activation data and our
target selection protocol, Figure 2.3. Starting with a baseline experiment we test how well the
variance can be explained of the nodes for which we have available measured true activation data.
Next we test how well the model can explain the data from the single best target of each node. And
lastly we test the performance of the multiple target sets, with only the most confident targets,
the medium confidence targets, and the best 15 targets, see methods above, both in the form
of replicates and as their precomputed means. We performed all these experiments on both the
MAPK and PI3K pathway model and the multi pathway model. An overview of all the targets
and data involved in the experiments can be found in Supplementary Table 5.2.

To compare the models, and thus the use of different targets, to each other, we cannot look at
the absolute difference or the sum of error between the posterior predictive points and the observed
data. This is due to the fact that the spread of the data points is different for each data used.
Especially when using more targets in a set the spread of the point cloud is much narrower, making
them closer to the posterior predictive mean. However because we want to see how well the model
can explain the variance of the data, we compare the variances of the predictive and observed data
points. We calculate therefore the correlation between the modeled posterior predictive results
of nodes and their observed measurements. A higher correlation means that the variance of the
predictive posterior is close to that of the observed data and thus the the model can explain more
of the data variance. A bad or no correlation between the posterior predictive and observed data
does not directly mean that the estimation of the node activation is faulty, as it could also be the
case that just the current model cannot explain the steady state activation correctly.

Construct pathway 
modelsFit models to data

Literature Pathway
Databases

Mutation and CNV 
data

Protein expression 
data

Protein Mass Spectrometry and 
Gene expression data

True node 
activation data

Data replacement:
Target node activation data

Best target 
activation data

Activation data 
of n best targets

Posterior 
Predictive

Marginal density 
distributions

- Difference between the different activation data 
models 

- Difference target selection methods
- Influence of protein abundance

- MAPK/PI3K pathway model
- Multi pathway model

Figure 2.3: Schematic overview of the experimental setup of chapter 2.
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2.4 Results
MAPK and PI3K pathway model

We took five nodes from the MAPK and PI3K pathway, described in 1.4.3, to test the target re-
placement approach, consisting of ERK1 and MTOR, for which true activation data was available,
and AKT, S6K, and MEK, that lacked activation data but do have a set of measured phosphory-
lation targets.

To test how well the our method could reconstruct the true activation of a node, we looked at the
correlation between the true activation data of the nodes for which true activation measurements
is available and different replacement data approaches, see Table 2.1. The correlation replacement
data and the true activation data of the MTOR and GSK3B nodes increases and becomes more
significant as more targets are added together. This is however not the case for ERK, CTNNB,
and P53, for which none of the correlations was close to significant, meaning that the variation
in the target signals is not the same as in the true activation data. This does not mean that the
targets are wrong, because they all random samples a common parent, but mainly that they are
not influenced by the true activation site or protein abundance (in case of CTNNB and P53). It
is also not a predicate that the variance of the true data can be well explained by the model.

Therefore, we employ our pathway model to see if the variation in the true activation data or
the target replacement data or both can be explained by the mutations and copy number variation
in the signaling pathway model.

Table 2.1: Correlation between the node’s true activation data and the four replacement data
approaches.
*** p-value<0.01, ** p-value<0.05, ’-’ p-value>0.5.

ERK MTOR GSK3B CTNNB P53
best target - 0.2753414** 0.2072318 - -
best n1 - 0.3377795*** 0.2337567 - -
best n2 - 0.4406812*** 0.3189748** - -
best n3 - 0.522124*** 0.4873573*** - -

We run in total 8 untreated models, one with only the true activation data for the nodes that
have that data available, one with alternative data from the nodes’ best target, and six models
with the three n target groups, modeled using their average and modeled directly as replicates.

All models converged using a burn-in period of 700, sampling period of 1500, sample size of
200, and 1 time temperature adaption of 2000 samples, the computation times ranged from 20 min
to an hour, Supplementary Table 5.4. The correlation of the posterior predictive with the observed
data points for each of the 8 experimental models using the MAPK and PI3K pathway can be
found in table 2.2. For the true data and best target models the phosphorylation site per node is
mentioned, for the multiple targets they can be found in Supplementary Table 5.2.

True activation data
In Figure 2.4 A is the posterior predictive of MTOR depicted with blue bars, that describe the
modeled posterior predictive sample distribution with 90% confidence, overlayed with the observed
data points. For both MTOR and ERK(Supplementary figure 5.1 A), the model was not able to
accurately explain the variance of their true PMS activation data. The observed data points do not
overlap with the posterior predictive. There are small peaks for the PTEN mutations for MTOR,
but the correlation between the predictive and observed data is still small and insignificant, see
Table 2.2. The same is true for ERK, where the EGFR mutations create small increases in the
activation.

Best target activation data
With taking only the best phosphorylation target of the nodes as activation data, the model can
explain the variance of some of the nodes. A part of the variance of the activation of AKT, using
FOXO3 S253 as replacement, can be recapitulated by the model, see Figure 2.4 B. The correlation
of the predictive and the model is high and significant, looking at the posterior predictive we see
that this correlation is the result of correctly modeling the variance of the cell lines with PTEN
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Table 2.2: Correlations between posterior predictive and observed data.
*** p-value<0.01, ** p-value<0.05, * p-value<0.1.

MAPK and PI3K

model
True data Best target Target set: n1 n2 n3

AKT 0.543***
modeled as

replicates:
0.510*** 0.263* 0.177

FOXO3

S253

modeled as

average:
0.507*** 0.264* 0.178

MTOR -0.177 -0.001 0.148 0.081 0.055

MTOR

S2448

EIF4EBP1

S65, T68, T70
0.165 0.075 0.063

S6K -0.312* -0.018 -0.054 0.017

RPS6

S236, S240
-0.056 -0.048 0.004

MEK 0.329** -0.081 -0.075 0.129

MAPK3

T202, Y204
-0.062 -0.063 0.148

ERK -0.212 -0.063 0.232 0.195 0.310**

MAPK3

T202, Y204

STAT5A

S780
0.251* 0.207 0.351**

Multi pathway

model
True data Best target target set: n1 n2 n3

AKT 0.454***
modeled as

replicates:
0.549*** 0.323** 0.232

FOXO3

S253

modeled as

average:
0.509*** 0.217 0.134

ERK 0.157 0.584*** 0.083 0.095 0.155

MAPK3

T202, Y204

STAT5A

S780
0.088 0.083 0.172

GSK3B 0.455*** 0.181 0.056 -0.049 -0.165

GSK3B

S9, T7

MYC

T58, S64
0.065 -0.123 -0.231

CTNNB 0.250* -0.083 0.054 -0.101 -0.039

Protein Expression CCND1 0.039 -0.115 -0.036

P53 -0.065 0.413*** 0.345** 0.474*** 0.515***

Protein Expression RRM2B 0.244 0.364** 0.406***

mutations, which all have increased AKT activity. The decrease in activation for some cell lines is
still unexplained.

We see a similar result for the S6K node, supplementary Figure 5.1 B, with data of RPS6 S236
and S240, and the node MEK1, Figure 2.5 A, using the expression of MAPK3 T202 and Y204. The
model is able to correctly explain the direction of the variance for almost all cell lines. Note that
this exact phosphorylation site was also used for ERK as its true activation data in the baseline
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Figure 2.4: Posterior predictive and observed data of A: MTOR using its true data and B: AKT
using its best target as activation data. Both for the MAPK and PI3K pathway model.

model, Figure 2.5 B. S6K and MEK both have significant correlations, Table 2.2.
It is very interesting to see that the variation in the expression of MAPK3 T202 and Y204 can

be explained by the model when used as activation data for MEK, but not for ERK itself, see
Figure 2.5 A and B. An explanation lies in the protein expression(Ei,j) of MEK, as can be seen
from the marginal density of the expression parameter pi in the same figure the abundance of the
protein MAP2K1(MEK1) is a limiting factor for the signal transduction.

Using the best target as replacement data does not improve the result for the nodes MTOR
and ERK over the use of their true activation data, the correlation is as expected slightly lower.

MAPK3 T202 Y204
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A: MEK, best target data
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B: ERK, true data
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Figure 2.5: Posterior predictive and expression coefficient parameter of A: MEK and B: ERK for
the MAPK/PI3K model using MAPK3 T202 Y204 as best target and true data, respectively. B
and C show the same thing for the use of STAT5A S780 for ERK as best target in the MAPK/PI3K
model and multi pathway model

Target sets activation data
The use of multiple targets as alternative activation data shows to be an improvement over the
the true or missing data in specific cases, this can be seen in the last three column of Table 2.2.
First, we did not observed a large difference between the target sets modeled as average versus the
sets modeled as separate replicates in the model, however the model with separate targets took
significantly longer to compute.

The target sets for AKT with the lowest number of, only the most confident, targets(n1) can
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be explained by the model, Table 2.2. But when the less confident targets(n2 and n3) are added
to the target set the significance and correlation decrease. This difference is harder to see from the
posterior and observed data graph, Figure 2.6 A, showing the modeled first and last target set. It
can be observed that as the number of targets increase the overall variance of the combined targets
becomes smaller, however this does not mean that the model can explain the relative variance
better, as showed by the correlation.

A similar pattern but reversed is observed in ERK, Table 2.2 and Figure 2.6 B, the target
set with the highest number of targets, so including targets with a low confidence score, can be
explained most well.

For the nodes MTOR, S6K, and MEK none of variance of the target sets could be explained
significantly. However there is a visible trend for MTOR where the correlation decreases when
more targets are used, similar to AKT, and for MEK the correlation increases if the number of
nodes increases, similar to ERK.
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Figure 2.6: Posterior predictive of AKT and ERK in the MAPK/PI3K model and P53 in the multi
pathway model, using in the first row their smallest target set, and in the second row the largest

Multi pathway model

We did the same experiment with the multiple pathway model, described at section 1.4.3. Here
we focused on the five nodes, AKT, ERK, GSK3B, CTNNB, and P53, for which all except AKT
we have a measured activation by PMS phosphorylation expression, for ERK(MAPK3 T202 and
Y204) and GSK3B(GSK3B S9 and T7), or PMS protein expression, in case of CTNNB and P53.
We run in same 8 models with true activation data, best target activation data, and six target
activation data sets.

All models converged using a burn-in period of 700, sampling period of 2000, sample size of
500, and 2 time temperature adaption of 2000 samples. The correlation of the posterior predictive
with the observed data points can found in Table 2.2.

True data activation data
Running the model with the true data for the nodes shows us that again the activation of ERK
can not be explained, see Table 2.2, the variance of GSK3B however is well explained using its true
phosphorylation data. When looking at the posterior predictive of GSK3B and marginal densities
we see that this is caused by primarily the mutations on AKT, Figure 2.7, and not via the GFRA
node. The decreased activation of some cell lines cannot be explained by the model. A similar
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result can be seen for the CTNNB activity, Supplementary Figure 5.1 c, measured by its protein
abundance. Also can be observed from its correlation that the protein expression of P53 is not
sufficient to use as activation data.
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Figure 2.7: Posterior predictive of GSK3β using true data, and the marginal densities of the
strength parameters between GFRA and GSK3β and AKT and GSK3β.

Best target activation data
Using the best targets for each node we see that again AKT is well explained using FOXO3.
Interestingly to note is that the expression coefficient parameter is now nonnegative, see Figure
2.8 B, while in the previous pathway model it could not be determined, Figure 2.8 A.

FOXO3 S253
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Figure 2.8: Posterior predictive and expression coefficient parameter of AKT using its best target,
FOXO3 S253, as activation data for A: the MAPK/PI3K model and B: the multi pathway model

Something similar happened to ERK, while represented by the same data as in the MAPK
PI3K model it has now a much better and very significant correlation, see Table 2.2 and figure 2.9
A and B, while in the previous model no variation could be explained. From the marginal density
distribution of the expression coefficient in the same figure is becomes clear that now the protein
expression does have a large influence.

The reason for this difference in model fit, that we now have seen in both the use of MAPK3
S202 Y204 for ERK and MEK, STAT5A S780 for ERK in both models, and FOXO3 S253 for
AKT, is most likely the number and selection of mutations in the model. The MAPK PI3K model
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Figure 2.9: Posterior predictive and expression coefficient parameter of ERK using its best target,
STAT5A S780, as data for A: the MAPK/PI3K model and B: the multi pathway model

has only 17 mutations and the multi pathway model has 23, including extra mutations that occur
often in colorectal cancer.

By replacing the activation data of P53 with the gene expression of its best target RRM2B,
Figure 5.1 D, the model can explain its variation and the posterior predictive and observed values
have a high and very significant correlation. Doing the same for CTNNB does not work and
replacing GSK3B with its best phosphorylation target yields also no success.

Target sets activation data
For the target set models, the before mentioned effect of decreasing correlation is still present for
AKT, for ERK however the reversed effect has been lost. P53 is now the one that satisfies this
reversed pattern, see Figure 2.6 C and Table 2.2, with increasing number of targets the variation
can be better explained by the model. The other nodes, GSK3B and CTNNB, do not profit from
the use of the target sets.

Model differences

Summarizing these results, we were able to replace the missing or true data for some of the nodes,
including AKT, S6K, MEK and ERK in the MAPK/PI3K model and AKT, ERK, and P53 in the
multi pathway model, using different approaches and selections of phosphorylation or transcription
targets.

It is interesting to see that the true data of a node can be unrelated to the target replacement
data, as with ERK, CTNNB and P53, and that true activation data variation can not always be
explained by the model, for example ERK and MTOR in the MAPK/PI3K pathway model. This
is the not case for GSK3B and CTNNB, where replacing the true data by its best target or target
sets does not improve the fit.

It is not possible to say from these results what replacement approach is right, as it seems to
be node specific. AKT is explained better with fewer targets, S6K and MEK perform only well
with the best target as adding more targets does not improve the fit, and data replacement for
P53 performs better with more targets.

Furthermore can be seen that the importance of the protein expression depends on the model
and on the node it is used for, which has a significance influence on the ability of the model
to explain the observed data. This is most vivid for the true activation data of ERK, where
in the MAPK/PI3K pathway the expression coefficient cannot be determined, but in the multi
pathway is was clearly non-negative with a improved fit. This difference can be explained by
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the dissimilarities between the two pathway models, the level of abstraction and the number of
mutations. By increasing the number of mutations the model has more knowledge on how to
explain the activation data variance. However the true cause of why this large difference is not
directly identifiable.

Incorporating the targets from the target sets via separate replicates instead of using its pre-
computed averages increase the significance and the correlation slightly for almost all nodes. A
reason for this is most likely the loss of information when taking the average of the set, in contrast
to using all data points. However, the computation time increases with a large number of repli-
cates, the computation of MAPK/PI3K model with target set 3 as replicates took twice as long
compared to using the averages, from 35 minutes to 1 hour, Supplementary Table 5.4.
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Chapter 3

Colorectal cancer drug response
model

To gain insight into the signaling behavior of the colorectal cancer cell lines under treatment of
different targeted drugs and to see whether with current knowledge the variance in drug response
could be explained, we performed a set of computational modeling experiments, using drug re-
sponse, genetic, and proteomic data. After the models are fitted to the data we can use the model
to see what the mechanisms are that contribute to the drug sensitivity, their relative influence and
significance, and how it relates to what is known in literature.

We also looked at the influence of using the target PMS data, replacing the missing node
activation data, as described in the previous chapter, on the drug response and model fit. We chose
four targeted drugs and one combination drug from our screening dataset that inhibited the MAPK
and PI3K pathway. These four drugs are Trametinib (MEK inhibitor), Afatinib(EGFR,ERBB2
inhibitor) , MK2206(AKT inhibitor), and SCH772984(ERK inhibitor). The drug combination is a
combination of Tramatinib and Afatinib.

3.1 Experimental setup
In total we created ten drug response models, every drug modeled separately, once using its true
node activation data and once using the activation data from the previous chapter that performed
most well. To be able to converge the model within reasonable time, we reduced the complexity
of the MAPK/PI3K pathway model from section 1.1 by combining all the growth factor receptors
to one growth factor activation node (GFRA), Figure 3.2, reducing the number of parameters. By
fitting the model to the data we can see what variance of the drug response the model can explain
and what it fails to explain based on the modeled pathways and data.

We compare our results, the found mechanism of resistance and sensitivity and genetic asso-
ciations, with literature and features found by performing an elastic net regression on the same
dataset. How the elastic net regression was performed is described below and an schematic overview
of the experiments is depicted in Figure 3.1.

3.1.1 Elastic net regression
We performed elastic net regressions for every drug to select which of the genetic features were
associated with drug response as measured by the half inhibitory concentrations(IC50) across the
cell line panel, based on work by Garnett et al.[17][66].

We calculated the IC50 for every drug and cell line combination by fitting a four parameter
sigmoid function on the dose response curve, using the R package nplr [67], and created a vector
y of IC50s for N cell lines per drug. The feature matrix X, composed as N × p, consists of the p
mutations and copy number variations present in the N cell lines.

Using the vector y and matrix X we performed a 10-fold cross validated elastic net regression,
with the alpha parameter set to 0.5, to optimize the lambda parameter, using R package glmnet [68].
With the optimized lambda the model could be estimated and the variables that are associated
with drug response could be found. This procedure was repeated 100 times for each drug to find
stable features and to be able to asses their weights. To obtain a measure of confidence we analyze
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the frequency at which each feature is present, thus not zero, in the model in all 100 modeling
iterations[17]. A frequency of 1 means that the feature was nonzero in all 100 iterations. The
elastic net regressions were first performed on the full dataset of genetic features and then on the
set of features also selected for the pathway model.

Construct 
MAPK/PI3K pathway 

model
Fit model to data

Literature Pathway
Databases

Mutation and CNV 
data

Protein expression 
data

Posterior 
Predictive

Marginal density 
distributions

Estimated signalling 
activities

Drug dose response 
data

True activation 
data

Selection of best 
Target activation 

data

- Convergence
- Contribution of interacting mechanisms and genetic features to 

the drug sensitivity and resistance
- Validation against literature and elastic net regression
- Difference between true and target data

Figure 3.1: Schematic overview of the experimental setup of chapter 2.

Figure 3.2: Model of signalling pathways MAPK and PI3K as used in modeling of drug response
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3.2 Results
We run all 10 models using a burn-in period of 700, sampling period of 2000, sample size of 550,
and 3 to 4 times temperature adaption of 2500 samples, the computation times ranged from 18 to
22 hours per model, Supplementary Table 5.4.

Due to the complexity of the signaling pathway models, reaching convergence was not an
effortless job for every model, especially the models using only the true target data were hard to
converge. We will go over all of the five drugs in the following sections, to report how well the
model was able to explain the data and discuss the features and mechanisms that can be observed
and how they are validated against literature and the elastic net model results.

Trametinib
The models involving the MEK inhibitor Trametinib were able to properly converge, Supplemen-
tary Figures 5.2 and 5.3. The traces of the parameters contain no clusters or were trapped in
a single mode and thus were able to explore their solution space sufficiently. There is no auto-
correlation between the samples present in most of the parameters and only a few have minimal
autocorrelation. The number of round-trips of the chains, going from the lowest temperature to
the highest and back again, were sufficiently high, more than 100. We can therefore conclude that
the two models converged well and their parameters can be interpreted with confidence.

Both models, with true activation data and target activation data, were able to explain the
response of the cell culture to Trametinib accurately for almost all cell lines, see Figure 3.3 and
Figures 3.4 a and b. In the first figure is the posterior predictive depicted overlayed with the
observed data point for four cell lines, we can see that the model can both explain the response of
resistance cell lines, e.g. SNU-81, and sensitive cell lines, e.g. LS-513. However not all cell lines can
be explained, a clear example is the sensitive cell line NCI-H716 that is predicted by the model to
be resistant. Furthermore, there are also cell lines for which the model did predict the sensitivity
but not the right strength, e.g. HCC-56. In the second set of figures we see an overview of the
fit of the the two model for every cell line, purple cells indicate that the model predicted the cell
line to be more resistant at that concentration, and in orange cells the posterior predictive is more
sensitive. There is not a large difference between the two models, the true data model performs
slightly better as the total sum difference of the target model is a bit larger than that of the true
model, 33.47 versus 31.18.

To see what genetic features influence the drug response we analyze the marginal probability
density distributions of the parameter samples, see figure 3.5. In this figures we see, besides the
prior distribution (green), both the distributions of the parameters in the true data model(purple)
and the target data model(orange). The distributions depict the probability of the parameter
value. A distribution leaning to the left, thus 0, means the strength is low (for example figure 3.5
D purple) and to the right, 1, indicates a high influence to the proliferation (for example figure 3.5
A purple). When the distribution does not differ much from the prior then the parameter value
could not be determined by the model (for example figure 3.5 A orange), note that this does not
mean that the its value is zero.

So what we are looking for in these probability density distributions, when searching for im-
portant features, are the feature’s strength parameters that have a nonzero probability with high
confidence. The value of the strength parameter than indicates the how much of the proliferation
signal arises from this genetic feature.

When we have a look at the marginal densities of these genetic features in both the true data
model and target data model, we can see that there is some cases a difference in the strength
parameter value. The large influence of the PIK3CA mutation (A) is captured in the true model
but could not be determined in the target model. The Target data model assigns a slightly higher
strength to the genetic features on the growth factor receptors, EGFR, FGFR, and IRS2 (D, E, and
F, respectively). Both models roughly agree on the strength of the BRAF and PTEN mutations.
The marginal densities of the other parameters can be found in Supplementary Figure 5.7.

We can compare these results of our model to the general method for finding and identifying
genetic features that influence the drug response, elastic net regression. The results for the elastic
net model using all genetic features can be found in Supplementary Table 5.3, and using only
the features also used in our model in Table 3.1, the features with a nonzero frequency larger
than 0.9 are highlighted. When the elastic net regression is performed on all genetic features,
which is a common approach for finding associations[17][18][19], it fails to select the important
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Figure 3.3: Posterior predictive (in blue) with the upper and lower boundaries a 90% confidence
interval, overlayed with the observed data of the cell lines SNU-81, LS-513, NCI-H716,HCC-56 in
the Trametinib target data model. The blue predictives accurately describe the measured data
while the red posterior predictives are more resistant than the observed data points.
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Figure 3.4: Overview heat plot of absolute differences between posterior predictive and observed
data points, for each cell line in the Trametinib models, over the 7 drug concentrations, from low
to high

features, except for a few. When the Elastic net is performed on the set of genetic features that we
selected for in our signaling pathway model, it is able to find the features with a stronger influence
explaining the drug response variation.

To compare the results of the elastic net regression and the our model we cannot directly
examine the regression weights in contrast to the found strengths parameter distributions of our
model, as they are not the same entity. The real numbered coefficients of the genetic features in
the elastic net regression describe directly the influence of the features explaining the variation in
the IC50 data. The absolute value of the feature coefficient indicates the influence strength and
feature coefficients with a value of 0 have no predictive power. The feature strength parameters
in our model have a probability distribution between 0 to 1 and these distributions represent the
strengths of the proliferation signal arising from this genetic feature. A high peak in the parameter
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Figure 3.5: Tramatinib: Marginal density distributions of the strength parameters of A: PIK3CA,
B: BRAF, C: PTEN, and D: EGFR mutations, and E: FGFR and F: IRS amplifications. The green
line is the prior uniform distribution, the true data model is depicted in purple and the target data
model in orange.

Table 3.1: Features weights of Elastic Net Regression using selected features. Highlighted features
have a nonzero frequency higher than 0.9.

MK2206 Trametinib Afatinib SCH772984 Afatinib+Trametinib
(Intercept) -5.568 -8.002 -5.374 -6.264 -6.548
EGFR 0.000 0.527 -0.001 0.000 -0.038
KRAS 0.000 0.000 0.000 0.033 -0.031
BRAF 0.000 -0.212 0.000 -0.183 -0.139
NF1 0.565 0.073 -0.001 0.000 0.091
PTEN 0.000 0.089 0.000 -0.087 0.069
loss PTEN 11.701 0.000 0.000 0.000 0.020
PIK3CA -0.086 0.524 -0.136 0.084 0.093
PIK3R1 0.000 0.000 0.000 -0.002 -0.070
loss NRAS 0.000 0.000 0.003 0.000 0.066
amp KRAS 0.008 0.098 0.000 0.000 0.024
loss IRS2 0.000 0.320 0.000 0.150 0.036
amp IRS2 0.000 -0.477 0.000 -0.057 -0.206
amp FGFR1 0.000 0.000 -0.300 0.000 -0.687
amp ERBB2 0.000 0.000 -0.003 -0.012 0.000
amp EGFR 0.000 0.000 -0.329 -0.019 -0.337

distribution implicates a high confidence in the parameter value. Although the models do not have
a directly quantitative compatible results, they both give an indication on what genetic features
are of influence on the growth of the cell line and an idea of the their strength. Therefore, these
indications, their relative strength, and confidence are what we can compare between the two
models.

If we take look at model results of the Trametinib models, we see that both the elastic net,
Table 3.1, and our model, Figure 3.5, were able to identify the proliferation signal arising from
the PIK3CA mutation and IRS amplification. The coefficient of the PIK3CA mutation in the
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elastic net results is 0.524, which is nonzero, and the marginal density distribution of the strength
of the PIK3CA mutation on PI3K indicates (for the true data model) a high influence on the
proliferation, with also a high confidence. The same goes for the IRS amplification, which shows
only a lower strength in the density distribution, but still a high peak of confidence. Likewise, the
elastic net also indicates the predictive power of the IRS amplification.

The influence of the BRAF and EGFR mutations can be seen by both methods as well. The
elastic net shows that the importance of PTEN mutations and FGFR amplifications is non existent,
with a coefficient equal or close to zero. Our model gives a different result, but because it gener-
ated the distribution of the random variable parameters we can see that the strength parameters
are nonzero and have a influence on the response, however their exact strength can not exactly
be determined by the current model. The other marginal density distributions can be found in
supplementary figure 5.7, where can be found that also a proliferation signal arises from PIK3R1
mutations and EGFR amplifications have influencing factor on the proliferation that can not be
determined by the elastic net regression.

From the several mechanisms of resistance to MEK inhibition treatment described in litera-
ture, the most involved is the reactivation of proliferation by downstream MAPK signaling[69],
caused by a feedback activation of EGFR in the cell lines with mutations in NRAS, MEK2, and
EGFR[70][71][72][73]. Studies found that BRAF mutant cells are highly sensitive to MEK inhi-
bition and that RAS mutant cancer cells respond by activating the PI3K pathway[72]. Where
PIK3CA mutations reduce the sensitivity and PTEN mutations cause resistance to the MEK
inhibitor. Our model was able to find these influences, of PIK3CA, BRAF, and PTEN(weak),
without having prior knowledge on the importance of these mutations. From the marginal den-
sities we see that the PIK3CA mutations and PIK3RI amplifications influence the proliferation
signal, indicating the presence of the resistance mechanism. Our model could not completely de-
termine the mechanism of PTEN mutations causing resistance, using the current data, only that
its influence is not absent.

To see the difference in signaling and proliferation caused by genetic features between the cell
lines we use the signaling estimates of the nodes, which are the estimated values of the signaling
activities of the nodes, Ai,j , and rj in case of proliferation. In Figure 3.6 we show a scatter plot of
the signaling estimates of the proliferation under treatment with Trametinib against the untreated
condition. These signaling estimates of the treated condition are not based on measured activation
of the molecule under treatment, but inferred by the model using the measured activation data
from the untreated condition and the drug response data of the treated condition. From the figure
can be observed that the BRAF mutated cell lines (in green) are sensitive to the targeted drug
Trametinib and the PI3KCA and PTEN mutated cell lines (in purple and orange, respectively)
are resistant, validating the literature.
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Figure 3.6: Signalling estimate for the proliferation node in the trametinib true data model, points
in purple, orange, and green are respectively cell lines with mutations in PIK3CA, PTEN, and
BRAF.

MK2206
The target activation data model with AKT inhibitor MK2206 was able to properly converge,
although in the true activation data model some parameters kept being stuck in modes and was
therefore not able to completely sample the solution space. Nonetheless the autocorrelation was
still small, but the number of round trips was low for the true data model. The parameter density
distributions of the true data model must consequently be interpreted with a lower confidence.

Both models still do a good job predicting the drug response, Figure 5.5 A. The total absolute
difference between the posterior predictive and observed data was slightly higher in the target
model than the true model, 25.43 and 23.36 respectively.

From the marginal densities, Figure 3.7 and Supplementary Figure 5.8, we can learn that the
mutations and amplifications in the growth factor receptors, including EGFR and FGFR have an
influence on the proliferation and so do the NF1, PIK3CA, and BRAF mutations. The two models
do not always agree on the parameter densities, but the target model had a better convergence
and is therefore better trusted.

The elastic net regression find only the NF1 mutation and a small influence of the PIK3CA
mutation, Table 3.1, besides the large influencing loss of PTEN. The importance of loss of PTEN
is not recapitulated by our model, as it is not able to determine its value, most likely due to the
fact that only one cell line has this feature, what probably also causes the high coefficient value in
the elastic net result. Because the PI3K pathway is inhibited by the drug, activating mutation in
the MAPK pathway lead to higher proliferation and thus resistance to the treatment, Figure 3.8.

Our findings do not completely agree with the literature, which states that cell lines with loss of
PTEN or PIK3CA mutations are significantly more sensitive to MK-2206[74][75]. This mechanism
can only roughly be verified in our models for the PIK3CA mutations, see Figure 3.8, where the
estimates of the proliferation are depicted for the cell lines with and without the mutation or
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Figure 3.7: Sets of 3 marginal density distributions, for the models MK2206, SCH772984, and
the drug combination, of the strength parameters of A: Loss of EGFR, B: FGFR amplification,
C: BRAF mutation, D: PTEN , E: BRAF, and F: PIK3R1 mutations, G: EGFR and H: ERBB2
amplificatin, I: PTEN mutatin, J: KRAS mutation, K: BRAF mutation, L: EGFR amplification.
The green line is the prior uniform distribution, the true data model is depicted in purple and the
target data model in orange.

amplification. The loss of PTEN and PTEN mutations however are more slightly more resistant,
according to our model. Furthermore it is demonstrated by other studies that the PI3K pathway is a
effective therapeutic target for NF1-mutant cancer cells[76], however this effect is not recapitulated
by our model as there is not a difference between the NF-1 mutant and non mutant cell lines, while
the elastic net does find the NF1 mutation to be of influence on the drug response. Other studies
found that KRAS mutant cancer cell Lines are unresponsive to MEK Inhibitors[77], which our
model validates as the KRAS mutated cell lines are estimated more resistant. From the density
distribution we can also see that the ERK, 4EBP1, and AKT nodes have the highest direct strength
on the proliferation, while the strength of S6K is relatively low, Supplementary Figure 5.8.
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Figure 3.8: Signalling estimate boxplots for the proliferation node in the MK2206 target data
model under treated conditions, for 5 different features, PIK3CA, PTEN, BRAF, NF1, and KRAS
mutations. The right graphs are the cell lines with the feature and the left graphs are without, the
vertical axis is the estimated proliferation.

SCH772984
The ERK inhibitor (SCH772984) models converged well, no modes are visible in the traces and
only a few parameters have little autocorrelation. The difference heat maps of the SCH772984
models can be found in supplementary Figure 5.5 B, the total difference for the true model is again
is bit lower 24.74, than the target data model, 26.18. The models were both able to predict a large
number of the cell line responses, except for NCI−H716 and HCT−116.

Based on the marginal densities we can derive that the proliferation signal arises from features
including, BRAF, EGFR, PTEN, and PIK3R1 mutations, loss of NRAS, and EGFR amplifications,
Figure 3.7 and Supplementary Figure 5.9. The elastic net regression model found only the BRAF
mutation and IRS2 amplification to be the important factors, and with a weaker strength, the
PTEN and PIK3CA mutations. Our model similarly found the influence of the BRAF and PTEN
mutations, but was not able to determine the importance of IRS2 amplification and found PIK3CA
mutations to be more important than PIK3R1.

Resistance to ERK inhibition is caused by the absence of ERK-dependent negative feedback
activating RAS and PI3K signaling[78]. Therefore enhanced PI3K pathway signaling, by PIK3CA,
PI3KR1 and PTEN mutations, are associated with resistance to the ERK inhibitor[79], so are RAS
signaling enhancers, such as KRAS and NRAS aberrations. We can find these mechanisms back in
the signaling estimates of the proliferation, Figure 3.9, shown for the features in the PI3K pathway,
PIK3CA, PTEN, and KRAS mutations, and NRAS loss. It can be observed that there are KRAS
mutants that are sensitive to the drug, but also a large cluster that is resistant. Furthermore is
it interesting that the nodes that have a high direct influence on proliferation are ERK and S6K,
and the strength of 4EBP1 on proliferation is very low, Supplementary Figure 5.9, which is the
opposite of the MK2206 models where 4EBP1 was most determining.

Afatinib
Both Afatinib models were hard to converge, especially the true data model, which exhibits a large
amount of autocorrelation between the parameter samples and in the traces of modes are clearly
visible, Supplementary Figure 5.4. The target data model did much better, modes where only
visible in a single parameter and the autocorrelation was low.

Afatinib is a very effective drug, as only two cell lines are truly resistant, making it hard for the
model to the explain the small variance between the cell lines. The models also fail to predict the
resistance for these two cell lines, C2BBe1 and COLO−678. Furthermore the posterior predictive
fails for a set of cell lines to follow the precise dose response, supplementary Figure 5.6 A.

If we look at the marginal density distribution it is surprising that there is not a big difference
between the two models, knowing that the true model did not converge well. As expected for
the EGFR/ERBB3 inhibitor, the EGFR amplification has a influence on the proliferation signal,
figure 3.7 G, causing slight resistance, 3.10. Besides small influences of PTEN and PIK3CA
mutations and ERBB2 amplification, all genetic features have zero influence on the drug response.
The elastic net regression found the importance of EGFR amplifications, PIK3CA mutations,
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Figure 3.9: Signalling estimate boxplots for the proliferation node in the SCH772984 true data
model under treated conditions, for 4 different features, PIK3CA, PTEN, and KRAS mutations,
and loss of NRAS. The right graphs are the cell lines with the feature and the left graphs are
without, the vertical axis is the estimated proliferation.

and FGFR amplifications. Only the latter was not captured by our model to be of importance.
The effect of ERBB2(HER2) overexpression on the Afatinib treatment was also found by other
studies[80][81][82]. EGFR mutations did demonstrate promising clinical efficacy in colorectal and
lung cancer patients[83][84][85], this effect is also captured by our model. Reported resistance to
EGFR inhibitors caused by PIK3CA[86] mutations could no be verified, the PIK3CA mutated cell
lines where even estimated to be more sensitive according by our model.
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Figure 3.10: Signalling estimate boxplots for the proliferation node in the Afatinib target data
model under treated conditions, for 4 different features, EGFR and ERBB2 amplification, EGFR,
and PIK3CA mutations. The right graphs are the cell lines with the feature and the left graphs
are without, the vertical axis is the estimated proliferation.

Combination of Trametinib and Afatinib
The drug combination model was difficult to converge, for both models some parameters still
got stuck in certain modes, which is visible in the traces and the autocorrelation. A reason for
this could be that there is not enough variation in the drug response data, because the number
of cell lines that was resistant to this combination of Trametinib and Afatinib was limited, only
COLO−678 and NCI−H630, all other cell lines had more than 50% proliferation reduction. Both
models were able to predict the drug response well, supplementary Figure 5.6 B. But failed to
predict the resistance of the only resistant cell lines.

Almost all genetic features had a low but nonzero strength, with relative high values for EGFR
amplification, PIK3CA and PTEN mutations, and IRS2 amplification, Figure 3.7 and Supplemen-
tary Figure 5.11. A similar result is been recovered by the elastic net regression, where also a lot
of features have low coefficients and higher values for BRAF mutations and EGFR and FGFR1
amplifications.

The combination of the two drugs is successful because the feedback reactivation to EGFR
when treated with only Trametinib is blocked by the addition of the EGFR and ERBB3 inhibitor
Afatinib, which also suppresses AKT signaling[77]. Sun et al.[77] describe that MEK inhibitors,
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Trametinib and Selumetinib, show strong synergy with Afatinib in different KRAS mutated colon
and lung cancer cell lines. However, the influence of AKT mutations on the proliferation was very
small in our models, see Figure 3.7 J. They found also that, besides KRAS mutations, the expression
of ERBB3 was predictive for the response. We could not verify this with our model, because
we combined all growth factor receptor nodes. The features that had a small influence on the
proliferation, PIK3CA, EGFR, PTEN, and NF1 activating mutations, all affect the PI3K pathway
and are therefore biomarkers for the increased resistance to the EGFR and MEK inhibition, Figure
3.11.
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Figure 3.11: Signalling estimate boxplots for the proliferation node in the combination target
data model under treated conditions, for 4 different features, PIK3CA, EGFR, PTEN, and NF1
activating mutations. The right graphs are the cell lines with the feature and the left graphs are
without, the vertical axis is the estimated proliferation.

Findings and drug differences
Almost all models were able to converge, the best converged and therefore most credible models
are the trametinib and SCH772984 models. The MK2206, Afatinib, and drug combination models
had some trouble but their results were still interpretable.

The mechanisms of resistance to the different drugs were visible and could be verified against the
literature and compared to a elastic net regression model. Most resistance is caused by activating
mutations and amplifications in the pathway that is not inhibited by the drug. These features
create an high proliferation signal that neutralizes the therapy. If the cancer cell relies on over
expression of a gene, such as EGFR or ERBB2 amplification, than inhibiting these nodes will
reduce the proliferation of the cells, as seen in Afatinib.

The differences between the true data and the replacement target data set are reflected most in
the marginal density distributions. Due to the use of different target data that tries to reconstruct
the true activation of the node the genetic features sometimes have a different influence on the
proliferation than under the use of the true activation data. However for most parameters in the
models the target and true data generate similar parameter distributions.

It is not easy to say whether our model outperforms the elastic net regression in finding the
genetic features that are associated with resistance or sensitivity of the cell lines to a certain
targeted drug, as our model is much more complex and takes days to compute where the elastic
net is done within seconds. However, instead of one coefficient, our model provides the probability
density distribution of the parameter value from which the strength and the confidence of the
strength can be determined. Furthermore, the pathway model also indicates if a parameter cannot
be estimated by the model. The elastic net is more sensitive to outliers and assigns high coefficients
to features that are only present in a single cell line, while the pathway model takes this into
account.

An overview of the sum squared error of all models on every cell line is visualized in Figure
3.12. Trametinib has trouble fitting more cell lines than SCH772984, while they both inhibit the
same pathway. Afatinib and the drug combination of Afatinib and Trametinib cannot properly
fit the same three cell lines, but the model was better able to explain the variation in the drug
combination than in Afatinib alone.
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Figure 3.12: Heatmap of the sum squared error of all cell lines in each drug model, clustered on
the cell lines.
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Chapter 4

Colorectal cancer subtype analysis

In this last chapter we delve into the differences between colorectal cancer subtypes. These subtypes
are used to characterize the cancer commonly based on the tumors molecular characteristics and
are clusters of CRC cells that are genetically and sometimes functionally similar. We will look at
three ways of clustering the CRC cell lines, classification in two groups by micro satellite stability,
in four groups by the consensus molecular subtype clustering, or three groups using the colorectal
cancer subtypes of De Sousa et. al[87].

All these three sub typing methods of CRC distinguish the cell lines based on there genetic and
molecular characteristics. Therefore it is interesting to see whether the pathway mechanisms and
responses to targeted drugs can also be differentiated between these subtypes.

To test this we will use the modeled estimates of the signaling node activities in the different
pathways of our model. By comparing the activation of the nodes between the cell lines, classified
with a certain subtype, we can see whether one or more subtypes have a higher or lower activated
signaling pathway compared to the other subtypes.

We will investigate how large these differences are and try to see if a subtype of a cell line
could be recognized based on its pathway activations and whether the specific subtypes are more
sensitive or resistant to a chosen targeted drug.

4.1 Experimental setup
For these experiments we use the multi pathway model, see section 1.1, using the best activation
data for the model components found in chapter 2.

The classification of the micro satellite stability of the cell lines was obtained along with the
data from the GDSC dataset. The Consensus Molecular Subtype classification of the cell lines
was generated using the CMS prediction algorithm of Guinney et al.[48] on the gene expression
data, consisting of four subtypes, CMS1 till CMS4. The algorithm was both run on the normalized
and not normalized gene expression. The third cell line clustering method is the Colon Cancer
Subtypes (CCS) by de Sousa et. al.[87], which clusters the cell lines in three different subtypes,
based on the expression of 146 genes.

To see whether the subtypes differ we look at the differences between the distributions of the
estimated signaling activation data points from the cell lines per subtype. These data points are
the means of the 2000 samples that where generated for each activation estimate. We asses the
differences between the distributions of the subtypes using anova and Tukey HSD to find means
that are significantly different from each other.

It must be noted that with 46 cell lines, which is a large number for signaling pathway modeling
but not for statistical analysis between the cell lines, the difference between the the points is not
easily significant. Especially when the number of cell lines per subtype set is even lower and
decreases with the number of subtypes used per clustering method.

Four models were estimated, one with no drugs, similar as in chapter 2 as steady state, and
three with the targeted inhibitors MK2206, Trametinib, and SCH772984. By adding the targeted
drugs to this model we are also able to observe whether the response data could be explained better
or worse with the larger model consisting of more pathways and whether the specific subtypes are
more sensitive or resistant to the treatment.
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We will focus on the activation estimates of the following nodes, MAPK, GFRA, AKT, S6K,
4EBP1, CTNNB, GSK3B, SMAD, P53, and the proliferation.

4.2 Results

4.2.1 Untreated model
The untreated multi pathway model using the best target data converged well, with no traces nor
autocorrelation. We will look separately at the three sub typing approaches, starting with the
micro satellite instability.

Micro satellite stability

The difference between the micro satellite stable and instable cell lines for the ten model nodes is
illustrated in Figure 4.1. It can be observed that the largest differences between the subtypes are
in the PI3K and WNT pathway. However none the differences between the means of subtypes are
significant. We can therefore only report on the visible trends.

It is interesting to see that the estimated proliferation, without treatment, is lower for the micro
satellite instable cell lines, which are characterized by a high mutation load. The signaling trough
AKT seems to be higher for the MSI cell lines compared to the MSS cell lines, with the effect that
the S6K is activated and 4EBP1 inhibited. The activity of β-catenin and P53 seems to be higher
for the MSI cell lines, which corresponds to the fact that in MSI cell lines β-catenin and APC, are
one of most frequently altered genes[88]. There is no visible difference between the subtypes in
the MAPK pathway, a reason for this could be that MSI cell lines have a high number of BRAF
mutations and MSS cell lines have often mutations of the KRAS oncogene[88][89].

0 1

0.
00

0.
02

0.
04

0.
06

MAPK

0 1

0.
05

0.
06

0.
07

0.
08

0.
09

0.
10

GFRA

0 1

0.
02

0.
04

0.
06

0.
08

AKT

0 1

0.
50

0.
55

0.
60

0.
65

s6k

0 1

0.
30

0.
35

0.
40

0.
45

4ebp1

0 1

0.
11

56
0.

11
60

0.
11

64
0.

11
68

CTNNB

0 1

0.
00

02
0.

00
06

0.
00

10

GSK3B

0 1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

SMAD

0 1

0.
02

0.
04

0.
06

0.
08

P53

0 1

0.
35

0.
40

0.
45

0.
50

0.
55

0.
60

proliferation

Figure 4.1: Signalling estimates of seven pathway nodes and the proliferation, classified on the cell
line’s micro satellite instability status. The blue and red box plot represent respectively the MSS
and MSI subtype.

Consensus molecular subtypes

To difference between the four concensus molecular subtypes was not very large, Figure 4.2, but
still it is possible to capture the mechanisms that are at play. From Dienstmann et. al.[47] we
know that the CMS2 tumors have a higher activation of the WNT pathway, which seems to be
recapitulated by the model, see CTNNB and GSK3B.

The CMS1 subtype is characterized by its micro satellite instability and enrichment for BRAF
mutations, causing a high activation in the MAPK pathway[47]. Similarly the CMS3 tumors are
enriched for KRAS-activating mutations and mutation in PI3K[90], resulting in a higher activation
of the MAPK and AKT pathway.
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The CMS4 cell lines seem to have a low overall signaling, the variance of the points is often
small except for the proliferation node. CMS4, together with CMS2, consist of a majority of
microsatellite stable cell lines[47], which have similar to the MSI/MSS subtype above a lower AKT
activation and a larger variance in the proliferation.

Also the CMS4 tumors are characterized by the activation of pathways related to the epithelial
to mesenchymal transition[47], such as the TGFβ pathway, however this mechanism could not be
recapitulated by the model.
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Figure 4.2: Signalling estimates of seven pathway nodes and the proliferation, classified on the
Concensus Molecular Clustering subtypes. The box plots are from right to left, CMS1 to 4.

Colorectal Cancer Subtypes

The classification by de Sousa et al.[87] has three different subtypes, CCS1, characterized by
KRAS and TP53 mutations in chromosomal instable tumors, CCS2, represented by MSI and CpG
island methylator phenotype (CIMP) cell lines, and CCS3, which contained a large proportion of
patients with BRAF and KRAS mutations and is heterogeneous with respect to MSI and CIMP.
The differences between the subtypes is not large, Figure 4.3. Only at GSK3B has CCS3 a bit
lower activity and its proliferation is slightly higher.
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Figure 4.3: Signalling estimates of seven pathway nodes and the proliferation, classified on the
Colorectal Cancer Subtypes[87]. The box plots are from right to left, CCS1 to 3.

We can conclude that the untreated steady state model is able to distinct some differences
between the subtypes of the three classification methods and the mechanisms can be explained by
the literature. However, the trends are still small and mostly insignificant.

4.2.2 Treated model
Continuing with the treated models, the Trametinib model was able to converge properly. But
not the MK2206 and SCH772984 models, from which several parameters were trapped in a single
or more modes. We will therefore not extensively discuss their results as the confidence in the
parameter values is low.

The first thing that can be observed is that the multi pathway model of Trametinib did a
better job explaining the drug response data than the MAPK/PI3K models did. Every cell line
was predicted accurately, Figure 4.4, both resistant and sensitive cell lines, with an exception for
two cell lines with a bit lower response than predicted.
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Figure 4.4: Overview heat plot of absolute differences between posterior predictive and observed
data points, for each cell line in the Trametinib model, over the 7 drug concentrations.

As we can see from the marginal density distribution of the Trametinib model, see Supplemen-
tary Figure 5.12, the mutations in the added pathways have an large influence on the proliferation,
which is the explanation for the better model fit. Most notable are the SMAD2 mutations in the
TGFB pathway, and the RNF43 mutation in the WNT pathway, and the loss of IRS2. Further-
more, the features that were found in the MAPK/PI3K pathway in chapter 3 for the Trametinib
model do now also influence the proliferation signal but with a weaker strength, such as the PTEN
mutations and losses, KRAS, EGFR mutations and FGFR1 amplifications.

These associations can be found back in literature, as RNF43 mutations occur in roughly 18%
of CRCS, are mutually exclusive with APC mutations[91], and leads to the activation of the WNT
pathway, a thus create an increase in proliferation. Mutations in the SMAD2 tumor suppressor
also cause a gain in proliferation[92].

Subtype sensitivity

To gain insight into the sensitivity of the separate subtypes to the targeted drugs we compared
the estimated activations of the proliferation node between the cell line subtype sets. In Figure
4.5 we depicted these comparisons for the Trametinib model between the subtypes of the three
classification methods, the micro satellite instability, the consensus molecular subtypes, and the
Colorectal Cancer Subtypes. The differences for the MK2206 and SCH772984 model are depicted
in Figures 4.6 and 4.7, however on must keep in mind that these models where not well converged
and thus confidence is low.

For all three drugs the MSI subtype has a higher proliferation, thus is more resistant, than the
MSS cell line, but it has also a larger variation. As expected is the proliferation for both the MSI
and MSS lower for all treatments compared to the untreated model, where the MSI had a slightly
lower proliferation than MSS.

In the consensus clustering, the CMS1 cell lines are the most resistant to the three targeted
drugs, specially in the Trametinib and SCH772984 model. Which is caused by the enrichment of
MSI in the CMS1 cell lines[47]. The other three subtypes behave roughly the same as the variation
between the subtypes is small with a few outliers.

The Colorectal Cancer Subtypes are significantly(p < 0.01) different in proliferation under
Trametinib and SCH772984, where the CCS2 subtype is more resistant compared to CCS1 and
CCS3. There is no visible difference between CCS1 and CCS3. The CCS2 subtype consists of
almost only MSI cell lines and is able to capture the effect of the MSI better that MSI classification
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itself. By creating the CCS3 subtype, that is distinct from the two major entities CIN and MSI,
de Sousa et. al.[87] has successfully defined a subtype of MSI cell lines that we show here are
evidently resistant to these targeted inhibitors.
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Figure 4.5: Model estimates of the proliferation in the Trametib model, clustered on the three
CRC classification approaches, from left to right, MSI, CMS, and CCS.
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Figure 4.6: Model estimates of the proliferation in the MK2206 model, clustered on the three CRC
classification approaches, from left to right, MSI, CMS, and CCS.
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Figure 4.7: Model estimates of the proliferation in the SCH772984 model, clustered on the three
CRC classification approaches, from left to right, MSI, CMS, and CCS.
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Chapter 5

Discussion

In this thesis we have described our work on the computational modeling of drug response in
colorectal cancer cell lines using a signaling pathway model approach and Bayesian inference pa-
rameter sampling, which shows that by combining multi type data and computational modeling,
a detailed understanding of variability in targeted drug sensitivity can be obtained.

Furthermore we developed a method for reconstructing and replacing the missing activation
data, measured by protein mass spectrometry of the signaling pathway nodes and we assessed the
differences in estimated pathway activation and proliferation between the commonly used colorectal
cancer classification subtypes.

In chapter 2 we analyzed the performance of our activation data replacement method on the
MAPK and PI3K pathway and Multi pathway model, by comparing the different combinations of
phosphorylation and transcription targets to reconstruct the activation signal of the parent node.

We were able to reconstruct this signal for a selection of signaling nodes. In the MAPK/PI3K
pathway we found that for the nodes AKT, S6K, MEK and ERK the activation data from the
selected best target or combined selection of targets could be explained by the model. We observed
that for some nodes only the first best target or a selection of the first best targets was the most
predictive data(S6k, MEK, ERK, and AKT). However, for other nodes the model could better
explain the activation signal when the number of selected targets increased, which is the case for
P53. Furthermore the effect of abundance expression is important to be able to predict the data
well. For example, the MAPK3 T202 and Y204 phosphorylation expression cannot be explained
when used as activation data for ERK itself, with the protein abundance of ERK as expression
variable, but it can be explained by the model when it is used as data for MEK, which has MEK
protein abundance as expression data. Whether the effect of the expression is an influencing factor
also depends on the model itself, as the multi pathway model can explain the best target data of
AKT better than the MAPK/PI3K model. The effect of the protein abundance has been known
to be an important factor for tumor proliferation[93].

The method knows limitations, most important is that the node must have a set of targets,
phosphorylated proteins or transcription genes, to select from. To create a set of targets one must
rely on the current knowledge and prediction algorithms, and manual curation is often needed,
making it a laborious job. Moreover, the number of targets that is needed is hard to predict, as
some nodes perform better with more and others with less, therefore it is required to test multiple
combinations to find the optimum target set for a specific node.

In chapter 3 we used the MAPK/PI3K pathway model to explain the drug response data of
five different targeted inhibitors, using both the true activation protein mass spectrometry data of
the nodes and the best replacement activation data that was found by experiments in chapter 2.
The model was able to converge properly for the drugs Trametinib, MK2206, and SCH772984, the
other two, Afatinib and the combination of Afatinib and Trametinib, were not able to completely
converge in reasonable time with the given sample size and sampler settings. The models could
explain the drug dose response for a large number of cell lines and also showed which cell line
behavior could not be explained and to what extent. From the marginal density distributions of
the parameters the influence of all genetic features on the proliferation signal can be analyzed. We
compared the found influence of these genetic aberrations to the features found by a elastic net
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regression on the same set of features and the drug IC50s. The elastic net finds similar results but
less than our model and it does not give precise information on the confidence of the coefficients.

We were able to verify the found resistance and sensitivity mechanisms of the model against
the literature. But it is hard to say whether the model was able to find novel associations and
mechanisms that were not, to our knowledge, described in literature. The found associations with
the largest strengths are already characterized in the literature, and weaker associations must be
handled with caution before drawing large conclusions, as the number of cell lines is still limited.

There are some limitation to this modeling approach. First it must be noted that these models
are a simplified representation of the real biological structures and mechanisms in the cancer cells.
The most important simplifications are the absence of time and not including feedback signaling.
Whether the model based on data from in vitro experiments on cancer cell lines with only short
term drug response is reliable enough to say something about the effect of the drug in cancer
patients can be debated, but it does give functional insight into the signaling mechanisms inside
the cell lines. The effect of a later relapse is not taken into account, adding a dimension of time and
feedback mechanisms should give more insight into this, however the computational costs would
become significantly higher. As the number of parameters and the model complexity increases
sampling the high dimensional solution space becomes the biggest challenge.

Sampling the solution space is already a demanding job using the current model. It was
found by Thijssen et. al.[38] that the PTMCMC sampling is a efficient way of searching the
parameter space in these pathway drug response models, especially using the adaptive temperature,
adaptive proposals, and parameter blocking. However, the models still did not always converge, and
parameters were traps in local modes, that hindered efficient sampling to gain enough confidence on
the true parameter value. Furthermore, because estimating one model took already longer than 20
hours, cross validation of the model would take weeks and was therefore not attempted. Therefore,
Bayesian inference using parameter sampling on these models still remains a large problem that
has to be solved with smarter sampling algorithms and more computational power, as reaching
convergence for some of the larger models would require 10 or 20 times more samples. Another
solution would be using more informative priors for the parameter distributions, however one of
the bottlenecks in the development of predictive mathematical models for signaling networks is the
lack of experimental data and literature that describes these interaction strengths[29].

Another important limitation for inferring treatment sensitivity using measurements from cul-
tured cell lines and and in vitro experiments, is that these data lack predictive power with respect
to clinical trials[94]. The underlying causes are not precisely known, but are most likely due to
alterations in biologic properties, such as changes in genetic information, growth rate, invasion
potential, and loss of specific cell populations[95][94]. However, the study of cell line cultures is
still essential for the anti-cancer drug development[95].

Using the estimated node activation proliferation we could distinct in chapter 4 the different
subtypes of colorectal cancer in the Multi pathway model. We looked at a steady state model and
three drug models. By using a larger multi pathway model with more mutations and copy number
variations than the MAPK/PI3k pathway model the drug dose response data could be better
explained, almost all cell lines were well predicted for the Trametinib model. We found that the
micro satellite instable cell lines had on average a lower steady state proliferation, activated AKT
and P53 pathway and an inactivated WNT pathway. The difference between the four consensus
molecular subtypes was smaller, but mechanisms described in literature could be verified by the
model results. Likewise, the Colorectal Cancer Subtypes by de Sousa et al.[87] showed results
similar to the MSI/MSS subtypes, which is logical given that the subtypes are also based on the
MSI status. Due to the low number of cell lines the differences are not always significant, the
conclusions that can be made from these experiments are therefore not far reaching and must be
considered as trends. Incorporating more cell lines would make it possible to better distinguish
different subtypes or develop a new subtype clustering system based on the estimated pathway
activities. These molecular classifications could help the patient care by aiding the selection of the
most appropriate treatment[90].

Regarding other future work, the main problem of the signaling pathway modeling approach is
the estimation of the model parameters. We used PTMCM sampling to sample from the posterior
predictive, which does a good job for small models but when the model become more complex it
gets very difficult and takes a very long computation time to reach sufficient convergence. Therefore
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research into different parameter sampling techniques that can sample this complex high dimen-
sional spaces efficiently is much needed. Another sampling method that could be looked into is for
example sequential Monte-Carlo sampling, which also has been improved recently[96].

We found that the abundance expression of the signaling node has a large influence on how
well the model can explain the variance of the activation data. It is to us not completely clear why
in some models the influence of the abundance expression is larger than others. It would therefore
be interesting to study the source of these differences and the effect of protein abundance of the
model fit.

Furthermore, nowadays targeted treatments are increasingly often given in combinations of
multiple drugs to inhibit multiple pathway at once[97]. Being able to model these different com-
bination of targeted drugs is thus of much interest. We were able to model the combination of
Trametinib and Afatinib using our current model, showing that is this modeling technique is capa-
ble of explaining multiple drugs at once. Future research should therefore also focus on uncovering
the mechanisms underlying different combination treatments.

Finally, we did not have access to growth data of the untreated cell lines, forcing us to estimate
the untreated proliferation of the cell lines without experimental measurements. Adding this data
in the future to the model would make the estimates more accurate and meaningful, making it
easier to compare the untreated cell lines and cell lines under treatment of the target inhibitors.

We can conclude that using multiple measured data types of a large colorectal cancer cell line
panel integrated in a mathematical signaling pathway model, based on current knowledge, can give
insight into the biological mechanisms underlying targeted drug sensitivity, that can verify and
possibly supplement findings in literature. Furthermore, it is possible to reconstruct missing node
activation data based on its phosphorylation or transcription targets and use the model estimated
pathway activation to roughly distinct different colorectal cancer subtypes and their response to
targeted therapy. We believe that understanding the behavior of signaling pathways in cancer cells
under targeted treatment will be a valuable step in the way to precision and personalized medicine.
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Supplementary Figures and Tables

Chapter 1

Table 5.1: Overview of the parameter used in the model and their prior distributions

Parameters Description Prior Prior
Node Activation
bi Base signal Uniform(a = 0,b = 1)
sk,i Signal strength Uniform(a = 0,b = 5)
smut,m,i Mutation signal strength Uniform(a = 0,b = 1)
pi Protein expression coefficient Uniform(a = 0,b = 1)

Proliferation
kk Signal to proliferation strength Exponential(λ = 25)
CIC50,n Drug affinity for target (x = in vitro IC50 + 1) Normal(µ = x, σ = 1) – log10 scale
hn Logsteepness of dose-response effects Uniform(a = x,b = 1) – log10 scale
Kn Max inhibition by drug Uniform(a = 0,b = 1)

Data
σi Variance for PMS data Exponential(λ = 5)
gi Background or base signal for PMS data Uniform(a = 0, b = 1)
σi Variance for drug response data (cell titer) Exponential(λ = 10)

Chapter 2
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A: ERK, true data, MAPK/PI3K pathway model
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B: S6K, best target data, MAPK/PI3K pathway model
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Figure 5.1: Posterior predictives with overlay observed data for the MAPK/PIK3CA pathway
nodes A: ERK and B: S6K, and multi pathway nodes C: CTNNB, and D: P53.
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Table 5.3: Features weights of Elastic Net Regression using all features

MK2206 Trametinib Afatinib SCH772984 Afatinib+Trametinib
(Intercept) -5.324 -8.096 -5.483 -6.304 -6.718
EGFR 0.000 0.000 0.000 0.000 0.000
KRAS 0.000 0.000 0.000 0.000 0.000
BRAF 0.000 0.000 0.000 -0.081 -0.003
NF1 0.000 0.004 0.000 -0.001 0.000
PTEN 0.000 0.000 0.000 -0.010 0.000
loss PTEN 1.666 0.000 0.000 0.000 0.002
PIK3CA 0.000 0.250 0.000 0.001 0.012
PIK3R1 0.000 0.000 0.000 0.000 0.000
loss NRAS 0.000 0.000 0.000 0.000 0.000
amp KRAS 0.000 0.000 0.000 0.000 0.000
loss IRS2 0.000 0.102 0.000 0.002 0.000
amp IRS2 0.000 -0.017 0.000 0.000 -0.055
amp FGFR1 0.000 0.000 0.000 0.000 -0.176
amp ERBB2 0.000 0.000 -0.005 0.000 0.000
amp EGFR 0.000 0.000 0.000 0.000 -0.112
...
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Figure 5.5: Overview heat plot of differences between posterior predictive and observed data points,
for each cell line over the 7 drug concentrations for the drugs a: MK2206 and b: SCH772984
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Figure 5.6: Overview heat plot of differences between posterior predictive and observed data points,
for each cell line over the 7 drug concentrations for the drugs a: Afatinib, and b: Drug combination
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Figure 5.7: Marginal density distributions of the parameters in the Trametinib models. The target
data model distributions are orange and the true data model’s are purple. The prior distribution
is depicted in green.
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Figure 5.8: Marginal density distributions of the parameters in the MK2206 models. The target
data model distributions are orange and the true data model’s are purple. The prior distribution
is depicted in green.
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Figure 5.9: Marginal density distributions of the parameters in the SCH772984 models. The target
data model distributions are orange and the true data model’s are purple. The prior distribution
is depicted in green.
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Figure 5.10: Marginal density distributions of the parameters in the Afatinib models. The target
data model distributions are orange and the true data model’s are purple. The prior distribution
is depicted in green.
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Figure 5.11: Marginal density distributions of the parameters in the drug combination models.
The target data model distributions are orange and the true data model’s are purple. The prior
distribution is depicted in green.
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Figure 5.12: Marginal density distributions of the parameters in the Trametinib multi pathway
model.
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Table 5.4: Overview of all run models described in this thesis with computational times and
convergence.

CH2 Comp time Convergence
MAPK/PI3K pathway True data 00:34:07 Very good

Best target data 00:37:21 Very good
n1 target sets, combined 00:36:40 Very good
n2 target sets, combined 00:36:36 Very good
n3 target sets, combined 00:36:51 Very good
n1 target sets, separate 00:48:12 Very good
n2 target sets, separate 00:54:20 Very good
n3 target sets, separate 01:00:53 Very good

Multi Pathway True data 01:50:59 Very good
Best target data 02:04:18 Very good
n1 target sets, combined 02:09:28 Very good
n2 target sets, combined 02:09:31 Very good
n3 target sets, combined 02:08:47 Very good
n1 target sets, separate 02:44:24 Very good
n2 target sets, separate 03:17:22 Very good
n3 target sets, separate 03:53:02 Very good

CH3
MAPK/PI3K pathway Trametinib, true data 21:26:23 Good

Trametinib, target data 21:35:37 Good
MK2206, true data 17:51:56 Medium
MK2206, target data 17:38:37 Good
SCH772984, true data 18:23:21 Medium
SCH772984, target data 21:43:11 Good
Afatinib, true data 16:58:43 Bad
Afatinib, target data 20:22:06 Medium
Combination, true data 21:33:08 Bad
Combination, target data 20:54:54 Medium

CH4
Multi pathway untreated, target data 02:38:42 Very good

Trametinib, target data 17:11:36 Good
MK2206, target data 16:31:02 Bad
SCH772984, target data 17:49:53 Bad
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